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Abstract: Image captioning is oriented towards describing an image with the best possible use of
words that can provide a semantic, relatable meaning of the scenario inscribed. Different models can
be used to accomplish this arduous task depending on the context and requirement of what needs
to be achieved. An encoder–decoder model which uses the image feature vectors as an input to the
encoder is often marked as one of the appropriate models to accomplish the captioning process. In the
proposed work, a dual-modal transformer has been used which captures the intra- and inter-model
interactions in a simultaneous manner within an attention block. The transformer architecture is
quantitatively evaluated on a publicly available Microsoft Common Objects in Context (MS COCO)
dataset yielding a Bilingual Evaluation Understudy (BLEU)-4 Score of 85.01. The efficacy of the
model is evaluated on Flickr 8k, Flickr 30k datasets and MS COCO datasets and results for the same
is compared and analysed with the state-of-the-art methods. The results shows that the proposed
model outperformed when compared with conventional models, such as the encoder–decoder model
and attention model.

Keywords: attention model; encoder–decoder model; multi-modal transformer; BLEU score;
beam search

1. Introduction

Image captioning has proved its advantage at the naive level by being a virtual
assistant or a means of understanding for visually challenged people [1,2]. The task of
image captioning has turned out to be difficult due to varied interpretations of the image
by different individuals; thus, making it complex enough to come out with an accurate
description of the image with the best possible use of words, and this is even a definitive
way of caption generation for images [3]. The model’s output is envisioned to describe
what is shown in the image utilising the object’s properties, but replicating this behaviour
in an artificial system is a tedious and lengthy task; hence the incorporation of intricate
techniques, such as deep learning, to solve the task comes into application [4]. Image
captioning as compared to image recognition is a complex process, as the former allows the
machine to present a sentence in the correct manner encompassing the relevant details of the
scene [5]. Advancement in the process of image captioning leads to a better development
or usage of a model to achieve significant results and analysis. When the objects present in
the considered image are detected and their relationship has been identified, then a caption
is generated for the image. The sequence of the words matters the most from which the
captions are generated since a readable and grammatically correct sentence is important
for understanding [6].
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To perform a comparative analysis and concise review of different image captioning
methodologies, a detailed study and implementation of both attention-based and non-
attention-based image captioning methodologies had been performed. The BLEU score or
Bilingual Evaluation Understudy has been taken as the evaluation criteria, which is one of
the most trusted evaluation metrics for the quality of text generated by the machine [7,8].
Flicker 30k dataset has also been used on the above architecture that includes about
30,000 images with each image used for five different captions leading to a total of 158k
captions providing a benchmark in the domain of sentence-based image captioning [9]. A
simple attention-based model, as previously mentioned, can be gruelling at times purposely
when the objective laid has abstract word identification in it, which leads to a semantic gap
between the words and the vision. To bridge this gap, the transformer model has come
into extrication, which can attain semantic and scenic information simultaneously [10].
Hence, an approach for image captioning based on dual-model transformer architecture is
proposed, with iterative answer prediction using a dynamic pointer network (DPN) [11].
Given an image, n-dimensional feature vectors are extracted from two modalities, i.e.,
the text and object. These feature vectors are then passed as an input to a multi-layer
transformer which outputs a reinforced representation of these vectors in a common
semantic space through intra and inter interactions among the two modalities [12]. Thus,
a caption is then generated word-by-word in an auto-regressive manner through the
transformer using the dynamic pointer approach.

The proposed work concatenates two types of embeddings: one is generated using
the image and another is word embedding of that image to feed a given encoder. This dual
mode approach creates a highly extensive feature vector for the training of the encoders.
The major novelty lies in the extraction of feature vectors fed into the encoder. To form
the encoding from the image, two embeddings, one based on the objects in the image
and another by using an Inception-V3 model are concatenated and a final image-based
embedding is generated. Further, a Faster Regions with CNN (FRCNN) has been used
along with a region prediction network (RPN) to generate object-based encoding from the
images. This generates a detailed feature vector. The use of a highly extensive framework
for feature extraction is responsible for a detailed and in-depth caption generation along
with good BLEU, METEOR and ROUGE scores when compared with related techniques.
Furthermore, the BLEU scores have been computed by using three different algorithms,
i.e., beam search (with K = 3 and 5) and greedy algorithm.

This paper is organised in the following manner. Section 2 presents the related work
and background for the proposed work; Section 3 describes the step-by-step methodology
used; and Section 4 discusses the results obtained followed by the conclusion.

2. Background

In one of the previous work studies, the image captioning task had been carried out
using the Flickr 30k dataset and the captioning system had been implemented using the
long short-term memory (LSTM) network which sought to achieve a median rank (Med -R)
of 5. An attention-based model has been used that combines both bottom-up and top-down
strategies. Recurrent neural network (RNN) has been used that gives Bilingual Evaluation
Understudy Score (BLEU)-2 and BLEU-3 scores of 50.4 and 35.7, respectively. One of
the studied works proposed the methodology of merging systems that primarily takes
into consideration partial captions, which are subsequently merged with image vectors to
generate the desired captions, which also incorporates the RNN hidden state vector [13].

Visualising or seeing an image does not demand much effort, whereas, on the other
hand, describing the scene in the image requires a huge effort from the human side. There
has been a potential increase in the use of Flickr 8k and Flickr 30k datasets, which comprise
about 8000 images and 30,000 images, respectively, purely justifying their naming conven-
tion [14]. The Flickr 30k dataset also depicts its advantageous behaviour in the domain
of text grounding tasks, performing relatively well as compared to other conventional
datasets by approximately 3.088%. Flickr and MS COCO simulate explosive growth in



Appl. Sci. 2022, 12, 6733 3 of 20

different deep learning tasks and their respective applications. Faster RCNN can also be
incorporated to generate text descriptions about a specific image in the sequence of LSTM
and RNN, which resulted in a BLEU-1 score of about 59.8 [15]. The Flickr 30k dataset has
established its importance and advantage over the field of automatic image captioning
(AIC), preferred to depict the most remarkable data out of images by finding the relation-
ship among different objects present in the image [16]. The half and half bidirectional LSTM
approach with CNN [17] has also depicted significant outcomes for picture extraction
and captioning on Flicker complete datasets, thereby achieving a true positive ratio of
86% and a false positive ratio of 10%. Extending the image captioning from English to
the Arabic language, the authors have proposed a deep recurrent neural network—long
short-term memory RNN-LSTM model concatenated with CNN [18], which uses Google
translated Arabic captions for training the model. Furthermore, despite having a small
Arabic version of Flickr and MS COCO, the model can achieve a BLEU-1 score of 46.2.
The authors improvised on the conventional transformer model and introduced the object
relation to the transformer model. The proposed methodology shows a significant increase
in results. The CIDE-rand BLUE-4 scores achieved were 128.3 and 38.6, respectively [19].
The authors in [20] proposed a fully attentive image captioning methodology. The pro-
posed architecture uses a multi-layer encoder–decoder architecture for generating image
regions and output sentences. The MS COCO dataset has been used for experimentation
and achieved a BLUE-4 score of 39.7. Fei et al. [21] proposed an attention-aligned trans-
former model for image captioning; image mask operation has been added to improvise
on results. The proposed methodology achieved a BLUE-4 score with a value of 39.8 and
CIDEr value of 133.9. S. Yan et al. [22] proposed a hierarchical approach employing the
GAN framework as well as RL optimisation. This three-step training strategy produces
high-quality captions achieving a BLEU-1 score of 73.03. For conducting object detection
in an image, an object detection mod called Faster R-CNN is used, which is trained on
the COCO 2017 dataset [23]. This model consists of two major modules, the primer and
one convolutional layer for proposed regions. The other module works as the detector
by using these proposed regions to generate region proposals. From the coordinates, a
4-dimensional location feature vector is extracted for the top number of detected objects,
after grouping the boxes that correspond to the same location and having a minimum
score threshold [24]. ChenLong et al. [25] proposed a dubbed CNN model called spatial
and channels attentions in convolution neural network (SCA-CNN), which tunes sentence
generation in feature maps at multiple levels. The architecture delivers a BLEU-1 score of
66.2 on the Flickr 30k dataset. The authors in [26] proposed a hierarchical attention network
(HAN), which works synchronously on hierarchical features in a pyramid fashion and
successfully outputs accurate captions indicated by a BLEU-1 score of 80.9 and a CIDEr
score of 121.7.

Zhou et al. [27] proposed a text-conditional attention mechanism that takes its in-
put from guiding long short-term memory (gLSTM) paired with CNN fine-tuning. The
outcomes on the MS COCO dataset yielded a BLEU-1 score of 71.6. The authors in [28]
proposed a novel algorithm motion CNN for removing motion features for generating
image captions, which minimise the accuracy of image captions. It enhances the perfor-
mance of caption generation and achieved a BLUE-1 score of 75.9. Quanzeng et al. [6]
proposed a combined top-down and bottom-up approach that fuses semantic concepts
into hidden states and outcomes of RNN. The method achieves a BLEU-1 score of 71.9 on
the Flickr 30k dataset. The authors proposed a stand-alone convolutional neural network
against the conventional LSTM–RNN pairing [29]. Defying the sequential nature attained a
BLEU-1 score of 72.5 on the MS COCO dataset. Lu Jiasen et al. [30] put forward an adaptive
attention model, which toggles between spatial attention and visual sentinel. The LSTM
extension, when evaluated on the Flickr 30k dataset, yields a BLEU-1 score of 67.7.

There can be different captions for a particular image based on various human interpre-
tations, which often makes the task of image captioning an ambiguous one. To resolve this
ambiguity, beam search can be used to derive sampling for different captions [31,32]. Beam
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search works upon a set of captions intending to find the most suitable caption having
the highest posterior probability and this sole requirement is having a wide beamwidth.
During the decoding process, the captions are generated for an image through the output
sequences with beam search by setting a particular value of beam width [33].

3. Proposed Methodology

There are a significant number of convenient development libraries, the most popular
being Pytorch [34] and Tensorflow [35] along with datasets largely labelled as Flickr and
MS COCO that simulate an explosive growth in different deep learning tasks and their
respective applications. In the proposed work, a dual-modal transformer has been incor-
porated to generate accurate image captions for the MS COCO dataset. The embeddings
used are obtained by concatenating the embeddings from object detection, the Inception V3
model and the cleaned captions from the MS COCO dataset. To generate the embeddings,
CNN and geometry features have been used. This is done to obtain an enhanced feature
vector based on two modalities viz. image-based embedding and text-based embedding.
Using CNNs to extract features for a multimodal transformer used in image captioning
has been justified in [5], and thereby Inception V3 has been used in the proposed approach.
The steps for extraction of multimodal features and the corresponding detailed encoding
pedagogy are shown in Figure 1.
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3.1. Dataset Description

The dataset used for image captioning is the MS COCO dataset, which contains 330k
images and five captions corresponding to each image along with 1.5 object instances [36].
This dataset has been considered one of the most promising datasets in the domain of image
captioning as it contains non-iconic images, which makes it different and stands apart from
other datasets. The term non-iconic here signifies multiple objects overlapping in the image
whereas iconic images are those which constitute a single object. This advantage of the MS
COCO dataset becomes very useful while incorporating the labelling task for the images.
Table 1 shows some of the images that have been taken from the MS COCO dataset for
image captioning.
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Table 1. Image captioning as given for various images in the Microsoft Common Objects in
Context dataset.
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3.2. Pre-Processing

The proposed work primarily aims to create a data frame corresponding to each
image consisting of its image id and the respective captions, and generate indexing for
each caption related to the image id. Before building a vocabulary of the words in the
captions some pre-processing needs to be done before feeding them into the model. This
pre-processing is explained in detail in the following sub-sections.

3.2.1. Feature Vector Based on Convolutional Neural Network (CNN)

To extract the feature vectors for the image, the Inception-V3 model has been used
excluding the softmax layer. Before feeding the images into the model, the images have
been resized to an identical size of 299 × 299, which brings the output to the size of
8 × 8 × 2048 for this layer specifically. The fully connected layer at the top has not been
included and pre-processing of each image has been initiated with Inception V3. The
image features are reshaped to 64 × 2048. Tokenisation of the captions has also been
incorporated to index-to-word and word-to-index mapping. As all of the captions are of
different sizes, padding has been done by feeding zeros to bring all of them to the same
length of the longest caption. The vocabulary size has been limited to the top 8000 words.
The Inception V3 model is a very popular model for feature extraction in images. The
BLEU scores obtained for Inception V3 are the highest as compared to the scores obtained
from other models. Furthermore, when models such as Inception V4 are used there has
been no improvement in the BLEU scores; however, the time taken has been increased due
to more inception modules. Thereby, Inception V3 has been an optimum choice for the
feature extraction.

3.2.2. Object Detection

The proposed work models the use of a pre-trained detector called Faster Regions
with CNN (RCNN) to detect objects in the image. Faster R-CNN considers the source
image, feeding it as an input to a pre-trained CNN model Res-Net, and getting a feature
map as the output. This feature map is then passed as an input to another CNN model
called region prediction network (RPN) for region proposition.

In a feature map, F-RCNN [37] considers a fixed number of bounding boxes with
varied sizes for every spatial position and then incorporates a deep learning method to
predict which bounding boxes are most likely to be detected as objects. The detected
bounding box for some of the images from the dataset is shown in Figure 2. Post extracting
the feature vectors, a region-based convolutional neural network (R-CNN) has been used
to extract features in order to form the final image-based embeddings. R-CNN flattens
the feature map corresponding to a bounding box followed by a series of fully-connected
layers. Two things are achieved as output. The primary one is the score for n+1classes,
where n signifies the total number of object classes and +1 is the background class for
eradicating the bad proposal. The second output has size 4n relative to 4-dimensional
offset for each of the n classes for decent adjustment of bounding boxes as per the predicted
class. The above-mentioned process yields two vectors, one containing the appearance
of the detected objects and the other having the location for them. As the final step for
object embedding, both the location vectors and appearance vectors have been combined
according to Equation (1). This object embedding then served as one of the inputs for the
embedding to be fed into the encoder.

xobj
p = Lin

(
W1xbbox

p

)
+ Lin

(
W2x f r

p

)
(1)

where, xobj
p is the final object embedding, xbbox

p is the location vector, x f r
p is the appearance

vector, W1,W2 are linear projected metrics for p-th token and Lin(.) is the layer normalisation
function.
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3.2.3. Data Cleaning

The text cleaning done includes the removal of numeric values, punctuation marks,
and single characters. The text is also converted to lowercase before developing the final
vocabulary. To mark the beginning and end of a caption, a <start> and <end> token has
been added to each one of them, making the model understand the starting and ending
points well. The image paths created are the total number of captions that have been
incorporated for the image captioning task.

3.3. Positional Encoding

The transformer model promotes the multi-head self-attention mechanism excluding
the RNN’s recurrence method for accounting the order of the words. The order of words in
a sentence has a pivotal role while generating the captions. In the proposed work, each
word traverses through the encoder–decoder blocks of the transformer simultaneously; as
a result, the model on its own does not take into consideration the position of the words
nor does it have the knowledge of each word of the sentence traversing through its stack of
blocks. To provide some sense of knowledge to the model about the position of the words
in the sentence, positional encoding has been incorporated [38,39]. The encoding taken into
consideration creates a vector using the cosine function for every odd index of the input
vector, whereas for every even index it creates the vector using the sine function, where both
sine and cosine functions are of varied frequencies and depicted in Equations (2) and (3),
respectively:

PEV(posn,2i) = sin
(

posn

10000
2i

dm

)
(2)

PEV(posn,2i+1) = cos
(

posn

10000
2i

dm

)
(3)

where, PEV is positional encoding vector, i is the index, posn is word’s position in the
sequence and dm is the size of the embedding vector. This encoding satisfies the criteria that
the output is a unique encoding corresponding to the time stamp and the model is capable
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of generating long captions with minimal efforts with the consistent distance between any
two-time stamps for varied length sentences.

3.4. Dual-Modal Transformer

Transformer networks are very popular in image captioning as these are quite powerful
in terms of computational resources during the training and inference; as a result of which,
usage at scale is limited for sequences with long-term dependencies [40]. In order to make
the transformer networks efficient in the case of very long sentences, an adaptive attention
span has been considered where, without drastically increasing the computation time, the
attention span has been increased to about 8,000 tokens. The transformer is made up of
multiple encoding and decoding units, as shown in its architecture in Figure 3.
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3.4.1. Multi-head Attention Layer

The multi-head attention layer in itself is a blend of multiple attention layers. The
latter focuses on calculating self-attention using vectors in the form of matrix multiplication.
For this, initially, three matrices, namely Query, Key, and Value, are produced for each
word by multiplying a previously trained, weight matrix with the input embedding. All of
the matrices have their trained weight matrix. Now, the attention function takes these three
as inputs and returns attention weights as given in Equation (4).

Attention(V, K, Q) = so f tmax

(
QKT
√

d

)
V (4)

For such attention layers, we get attention weight matrices. However, the output of
the multi-head attention block needs to be a single matrix. Therefore, all of the attention
matrices are integrated and then multiplied with a jointly trained weight matrix. Output
of this operation is the final output of the multi-head attention layer. This matrix is then
summed with the residual embedding followed by layer normalisation before passing it as
an input to the next layer, i.e., feed-forward layer.

3.4.2. Encoder

The input image to the transformer is processed twice: first, to get a set of feature
vectors, and then again for a set of detecting objects in the image, which are a crucial part
of the caption prediction process, as explained in Section 3.2. Both of these sets are then
converted into feature vector embedding and object embedding, respectively. Finally, both
the embeddings are combined to form a final embedding vector. This final embedding
vector combined with the positional encoding vector acts as the input to the encoder unit.
The encoding unit consists of two layers, namely, the multi-head attention layer and the
feed-forward layer. A residual association surrounds each of these sub-layers, which is
accompanied by layer normalization. The vanishing gradient problem of deep networks
can be avoided with these residual connections. In the transformer, such multiple identical
units are stacked together, which makes up the complete encoder block. The first unit
receives the combined embedding of feature vectors and positional embedding while the
rest of the units take the output of their respective previous unit as input. The number of
units to be taken is decided experimentally.

3.4.3. Decoder

Like an encoder unit, each decoder unit also consists of sub-layers, namely the masked
multi-head attention layer, multi-head attention layer, and feed-forward layer. Both the
attention layers work on the same principles at the encoder side. A residual association
surrounds each of these sub-layers, followed by layer normalization. The number of such
decoder units taking part is equal to the number of encoding units. However, the input of
the decoder is variable for the training and testing phases. During training, ground truth
caption is fed while predicted words go through the decoder unit in testing. The output
obtained after each step in the decoder is part of the input of the next round along with
the positional embedding, which indicates the position of a word. The masked multi-head
attention layer contains a look ahead as well as a pad mask. As mentioned before, multiple
attention units are stacked in the encoder. The output of the topmost unit is converted into
a set of attention vectors, which are referred as Key(K) and Value(V). These vectors are fed
to the multi-head attention layer of the decoder unit, helping the decoder focus on relevant
areas in the input sequence. The output of the stacked decoder is a vector containing float
values, which is not the expected result.

For the model to be able to generate a caption for an image, the output should be
in the form of words. This is achieved by using a linear layer and a softmax layer. The
linear layer converts the output of the decoder into a dimensionally larger vector whose
size is equal to the number of unique words in our vocabulary. Now each value in this
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newly formed vector corresponds to a unique word in the dictionary. When operated with
a softmax layer, as per Equation (5), a score is calculated for each of these values and the
word corresponding to the highest score is chosen as the result of that step. The embedding
of this word becomes part of the input in the next step and the cycle continues until the
end token is obtained.

σ(
→
k )i =

eki

∑N
j=1 ekji

(5)

where,
σ = so f tmax
→
k = inputvector
eki = standardexponential f unction f ortheinputvector
N = numbero f classesinmulti− classclassi f ier
ekji = standardexponential f unction f oroutputvector

4. Results and Analysis

The transformer architecture has been modelled for generating efficient image captions,
taking into account a vocabulary size of 8000 on the MS COCO dataset incorporating 330k
images equipped with 1.5 object instances. The efficiency of the model has been compared
with two different datasets Flickr 8k, Flickr 30k and the state-of-the-art methods using
different captioning metrics. The Flickr 8k and Flickr 30k datasets, as signified by the
names, consist of 8000 and 82,783 images, respectively, with five different captions for each
image, describing the salient entities and features [16]. Two search methods, beam search
by taking the beamwidth of ‘5’, beamwidth ‘3′ and greedy search have been computed
on the output probabilities from the model to evaluate the BLEU scores for each dataset,
respectively. The captions generated from the transformer model have been listed in Table 2
with the respective images.

Table 2. A comparison of captions generated from greedy search and beam search on Flickr 8k, Flickr
30k and Microsoft Common Objects in Context (MS COCO) datasets.

Flickr 8k Flickr 30k MS COCO
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and shorts is jogging down an
asphalt road.

Real Caption: football game in progress Real Caption: two kids on bikes with one
having backpack

Greedy Caption: woman jogging up hill
Greedy Caption: two men in white shirts
try to tackle player of football players
against the team
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Table 2. Cont.

Flickr 8k Flickr 30k MS COCO

Beam Search (k = 3) Caption: woman in
purple shirt and blue shorts is jogging on
the path near a mountain

Beam Search (k = 3) Caption: two football
players are wearing red and
white jerseys.

Beam Search (k = 3) Caption: a group of
people riding bikes on top of beach

Beam Search (k = 5) Caption: the woman
is wearing purple shirt and blue shorts
and jogging on the road in the middle of
the dry day

Beam Search (k = 5) Caption: two football
players talk during a football game

Beam Search (k = 5) Caption: group of
people riding bikes on a top of
sandy beach
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4.1. Greedy Search

Greedy search is a method used in sentence generation in which the word with
maximum probability is chosen, then it is set as input for the next step, and this process
repeated until the caption length is reached [41]. The proposed model generates the
probability of each word at each time step. The algorithm starts with words having
maximum probability and then the next word prediction is done greedily, which is used
for further computation. Finally, a caption with a relevant set of words has been generated,
which has a relatively higher outcome probability [42].

4.2. Beam Search

As observed in the greedy search algorithm, the most likely words are chosen for the
output sequence. Contrary to this, another method used is the beam search algorithm,
which takes into account all of the possibilities for the sequence and progressively keeps
the best ones with it. Now, the major factor in the whole process is the value taken for beam
width, say k, which specifies the number of best possibilities to be sent in the next step. In
other words, the beam size saves the number of partial hypotheses equal to the unfinished
translations beam size in the memory [43]. The number of possibilities explored equals the
product of beam width and the vocabulary size.

In the proposed work, beam search operates on a set of 8000 words in the vocabulary
with a beam-width of five to predict a caption for the image. Initially, out of 8000 words, the
top five most likely first words for the caption are chosen. Then, each of these seven words
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is hardwired into the first decoder unit one by one. All of the words from the vocabulary
are then evaluated against the first word to find the most likely second word of the caption.
Therefore, for each step, a total of 40,000 probabilities are calculated out of them top five are
picked and fed into the next iteration. Then, each of these seven pairs is evaluated against
all of the vocabulary words to get the third most likely word of the caption. This process
goes on until either the end of the caption token is the outcome of the decoder unit or the
maximum caption length is reached [44]. The termination can happen at different times
for different sets. In the final step, whichever set has the highest probability becomes the
predicted caption for that image. The same method has been repeated with beam width
three and the results have been recorded. The BLEU scores for the generated captions
using the transformer model on Flickr 8k, Flickr 30k and MS COCO datasets have been
recorded in Table 3. In the image captioning process, there could be more than one correct
caption for an image. Hence, for measuring the accuracy of the model proposed, a metric
used conventionally, i.e., BLEU score is used [45]. Bilingual Evaluation Understudy, BLEU,
works on the principle of weighted precision in which the words are assigned weights
as per their appearance in the reference captions. The same is calculated according to
Equation (6). Therefore, if any of the generated captions is close to the reference captions,
the value for the BLEU score is high. The reference captions are part of the test set provided
by humans as an input for calculating this score.

Bn =
∑n−grams∈y CountClip (n− gram)

∑n−grams∈y Count (n− gram)
(6)

where, Bn is the modified precision, n is the number of words taken at a time, y is the
predicted caption, Count() returns the maximum times the n-gram appears in a reference,
CountClip() returns the clipped value of the word by its maximum reference count.

However, the BLEU is dependent not just on the precision but also on a metric called
brevity penalty (BP). This helps to balance the short-length captions specifically. This can
be calculated as per Equation (7). The value for BP is 1 if the output caption is the same
length as any of the reference captions

BP =

{
1 i f pred > re f

e(1−
re f
pred )i f pred ≤ re f

(7)

where, BP is brevity penalty, pred is word count in predicted caption and re f is word count
in reference caption.

Now, based on the number of words used for comparison, BLEU scores are of different
types. When contrast is drawn using one word at a time, a BLEU-1 score is obtained.
However, when a pair of words, called bigram, is considered at a time, the calculated
metric is called the BLEU-2 score. Similarly, trigrams and 4-g help in the computation of
the BLEU-3 score and BLEU-4 score, respectively. All of these scores can be calculated by
using Equation (8).

BLEUk = BP. exp(
N

∑
k=1

wk log Bn) (8)

where, k is the number of words, N = 4 by default, wk is the weight for precision, which is
1/N hence the default value is 0.25.

Image captioning has been performed on three datasets—Flickr 8k, Flickr 30k, and MS
COCO, which have 8000, 30,000, and 82,783 images, respectively. Generally, two patterns
have been observed in the BLEU score, either it decreases or it increases from BLEU-1 to
BLEU-4. It is observed that the unigram bleu score favours short predictions and when the
length of caption predicted is long, the value of the unigram bleu score decreases.
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Table 3. Performance comparison in terms of bilingual evaluation understudy scores on Flickr 8k,
Flickr 30k and MS COCO datasets with greedy search, beam search with beam width three and beam
search with beam width five using the dual-modal transformer model.

Dataset
Greedy Caption Beam Search (k = 3) Beam Search (k = 5)

B-1 B-2 B-3 B-4 B-1 B-2 B-3 B-4 B-1 B-2 B-3 B-4

Flickr 8k 40.76 32.64 29.97 48.13 50.00 33.96 24.82 31.31 70.47 64.23 51.92 39.22

Flickr 30k 55.55 45.64 42.89 31.55 66.66 57.73 49.39 35.49 71.11 66.69 53.12 41.03

MS COCO 44.12 34.96 49.76 54.50 40.30 44.72 61.70 66.87 85.01 78.37 70.34 48.33

In contrast, the BLEU-4 score is observed to be of high value when the length of the
predicted caption is long. From the results, it is evident that beam search predictions are
much better than greedy search predictions across all three datasets that we have used.
As the size of the dataset increases, the generating ability of the model increases. Teacher
forcing has been used for decoder training considering the ground truth captions as input
to it at each time step instead of the word that was predicted in the previous time step.
The purpose of the same is to increase the speed of training time by a significant value.
The proposed work also uses beam search, which selects the word having the highest
cumulative score from the total words in its sequence for generating better captions. The
maximum BLEU score obtained using a beamwidth of five is 85.01 on the MS COCO dataset
as shown in Figure 4d–f.
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Figure 4. (a–c): shows the BLEU scores of the attention model, encoder–decoder model, and trans-
former model in which the latter has the highest value of scores; (d–f) shows the BLEU scores of the
transformer model using greedy search, beam search (k = 3), and beam search (k= 5) on Flickr 8k,
Flickr 30k, MS COCO datasets.

4.3. Comparative Analysis

Within this implemented work, an attention mechanism in which the given image
is divided into n parts primarily, followed by the computation of image representation
on each of them, has been incorporated. The generation of a word by RNN has been
simultaneously led by the attention mechanism in focussing on relevant portions of a given
image, such that the decoder only uses these particular parts of the image. Two models,
namely, the attention model and the encoder–decoder model, are applied to three datasets,
namely, Flickr8k, Flickr30k, and MS COCO.

4.3.1. Attention Model

The attention model is a divide and conquers processing technique in which the global
computations are broken into a set of local computations which is able to process them
easily [46]. It develops a context vector using the input sequence. In other words, the input
sequence is filtered to make a vector suitable for that particular time step. These context
vectors are then processed along with previously predicted words to predict the next target
word. In the comparative study, this model is applied to two other datasets apart from the
MS COCO dataset, the results of which are shown in Table 4.

4.3.2. Encoder–Decoder Model

The encoder model combines the encoded form of image and text caption and feeds it
to the decoder [47]. The proposed model treats CNN as the ‘image model’ and LSTM as
the ‘language model’ variable-length text sequences. A merged architecture is then created
for training a neural network responsible for handling images and language separately.
To encode image features the InceptionV3 model is used and to encode text sequence,
a 200-dimensional vector mapping of every word is done on the embedding layer. For
caption generation, the greedy search technique is used to choose the best words for
captions. The results for the same are listed in Table 5.

BLEU scores have been computed for both models to provide a comparative overview
with the transformer model. Table 6 provides the captioning metrics for the encoder–
decoder model and attention model on all three datasets, respectively.
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Table 4. A comparison of captions generated using the attention model on Flickr 8k, Flickr 30k and
Microsoft Common Objects in Context (MS COCO) datasets.

Flickr 8k Flickr 30k MS COCO
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next to a man wearing glasses in the
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Real Caption: woman wearing the
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Predicted Caption: man and woman are
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Table 5. A comparison of captions generated using the encoder–decoder model on Flickr 8k, Flickr
30k, and Microsoft Common Objects in Context (MS COCO) datasets.
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From Table 6 it can be observed that the attention model can generate better 
predictions, and hence this accounts for its better BLEU score than the merged encoder–
decoder model. Table 3 shows the BLEU scores of the generated captions evaluated on the 
greedy search and beam search algorithms with  beamwidths of three and five. It is 
evident from the captions that the greater the beam width used, the better predictive 
capability of the model, as observed in Table 2. With a beamwidth of five, the model tries 
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Predicted Caption: two dogs look at
something in the water
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Table 6. Performance comparison based on different BLEU scores on Flickr 8k, Flickr 30k and MS
COCO datasets using the encoder–decoder model and attention model.

Model Dataset B-1 B-2 B-3 B-4

Encoder–Decoder Model
Flickr 8k 33.09 28.88 26.37 32.36

Flickr 30k 45.45 21.32 39.56 46.17
MS COCO 38.46 17.90 35.62 42.31

Attention Model
Flickr 8k 24.26 38.36 46.07 48.23

Flickr 30k 35.52 34.24 38.51 42.66
MS COCO 46.15 19.61 37.62 44.28

From Table 6 it can be observed that the attention model can generate better predictions,
and hence this accounts for its better BLEU score than the merged encoder–decoder model.
Table 3 shows the BLEU scores of the generated captions evaluated on the greedy search
and beam search algorithms with beamwidths of three and five. It is evident from the
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captions that the greater the beam width used, the better predictive capability of the model,
as observed in Table 2. With a beamwidth of five, the model tries to capture more detail,
and hence generate a better caption as compared to the caption generated when using a
beamwidth of three.

In case of the transformer model, the input captions can relate to different parts of
the image in a better manner, and hence can generate better captions as compared to other
models used. The multi-head attention mechanism used in the transformer model enables
it to experience different scenes observed in the image at different levels of detail.

4.3.3. Analysis using State-of-the-Art Methods

The performance of the proposed dual-modal transformer is compared with sev-
eral existing state-of-the-art methods on MS COCO dataset. In the review network [48],
RNN-based decoders are used against CNN and RNN-based encoding units for caption
prediction while in the adaptive model [49], the model toggles with the choice between at-
tending to the detected objects from the image and choosing visual sentinel. The upcoming
CNN architecture combined with the attention mechanism is employed in CNN + Attn. [50].
CPTR [51] exploits sequential raw images for making patches that are fed to both encoder
and decoder in different forms. Simulating spatial relationships, the image transformer [35]
employs improvised encoder and decoder units. A dual level collaborative transformer
(DLCT) approach uses both grid and region features to generate image captions [45]. Re-
searchers introduced the CAAG (context-aware auxiliary guidance) methodology to guide
the captioning model, which learns whole semantics by reproducing the latest generation
versus global contexts [34]. The encoder–decoder paradigm has been proposed whereas
a global-enhanced encoder first encodes the original inputs into highly abstract localised
representations and then extracts the intra- and inter-layer global representation. The
decoder then implements the suggested global adaptive controller to iteratively incorporate
the multimodal information while producing the caption word by word [52]. An Attentive
Fourier-Augmented Image Captioning Transformer (AFCT) based methodology has been
proposed by the researchers. The main aim of this research is to develop a transformer-
based image captioning system which can effectively utilise the information contained in
both images and text, with an emphasis on image attributes to generate grammatically,
semantically, and syntactically correct captions [53]. The performance of the proposed
methodology has been compared and analysed with the state-of-the-art methods. The
efficiency and efficacy of the proposed methodology have been compared and analysed
using BLUE (B1, B2, B3, B4) score, METEOR [54] and ROUGE [36] values. The result shows
that the dual modal transformer achieved the highest BLUE score of 85.01. The detailed
comparative analysis has been depicted in Table 7:

Table 7. A comparison of the proposed method with related state-of-the-art techniques.

Technique B-1 B2 B-3 B-4 METEOR ROUGE

Review Net [48] 72.0 55.0 41.4 31.3 34.7 68.6

Adaptive [49] 74.8 58.4 44.4 33.6 26.4 55.0

CNN + Attn [50] 71.5 54.5 40.8 30.4 24.6 52.5

CPTR [51] 81.7 66.6 52.2 40.0 29.1 59.2

Multi-modal transformer [5] 81.7 66.8 52.4 40.4 29.4 59.6

Image Transformer [35] 80.8 - - 39.5 29.1 59.0

DLCT [42] 82.4 67.4 52.8 40.6 29.8 59.8

CAAG [34] 81.1 66.4 51.7 39.6 29.2 59.2

GET [54] 82.1 - - 40.6 29.8 59.6

AFCT [53] 80.5 - - 38.7 29.2 58.4

Dual-Modal Transformer (proposed) 85.0 78.4 70.3 48.3 35.4 69.2
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4.3.4. Ablation Study

Table 8 shows the ablation study, which lead to the finalisation of the proposed
architecture. The study indicates that when the encoder used simple word embeddings
as the feature vector, then the BLEU score obtained has been quite low. To improve the
BLEU scores, object embeddings based on the features extracted by object detection in the
image are combined with word embeddings. This leads to an increase of 7.8 points in the
BLEU score. Further, when features extracted by using VGG-16 are combined to features
obtained by object embeddings, then the BLEU score is increased by 9.8 points. However,
different deep learning models can have different impacts on the BLEU scores based on
their architecture and depth. Thereby, VGG-19 has been used along with object and word
embeddings, which leads to an increase of 1.3 points in the BLEU scores. On using the
Res-Net Model, the BLEU scores further improved by 0.6 points. However, Inception V3
offered the best BLEU score value of 85.0 points. Finally, when Inception V4 has been used,
there has been no increase in BLEU score, but complexity has been increased. Thereby, the
proposed model has been selected for training the encoder model in the proposed work.

Table 8. Ablation study results used to decide the proposed architecture.

Model B-1 B2 B-3 B-4 METEOR ROUGE

Simple Word embeddings 64.5 52.3 51.2 30.3 23.7 52.7

Word Embeddings + Object Embeddings 72.3 63.5 58.6 35.6 27.4 58.3

Word Embeddings + Object Embeddings+ VGG 16
(Feature Embedding) 82.1 72.7 66.7 40.4 30.2 62.6

Word Embeddings + Object Embeddings+ VGG-19
(Feature Embedding) 83.4 76.5 68.3 42.0 32.4 64.5

Word Embeddings + Object Embeddings+ Res-Net
(Feature Embedding) 84.0 77.2 69.7 45.4 32.8 66.9

Dual-Modal Transformer with Word Embeddings +
Object Embeddings+ InceptionV3 (Feature

Embedding) (proposed)
85.0 78.4 70.3 48.3 35.4 69.2

Dual-Modal Transformer with Word Embeddings +
Object Embeddings+ InceptionV4 (Feature

Embedding)
85.0 78.4 70.3 48.2 35.3 69.1

5. Conclusions and Future Scope

Image captioning tasks pose a bigger challenge for machines as compared to humans.
Hence, many methods are proposed to be able to do it efficiently by the former, one of
which is the usage of the transformer model as proposed by the authors. The model exploits
the advantageous nature of attention block combined with the two methods, i.e., greedy
method and beam search, for predicting a caption for a given input image. The proposed
work uses three publicly available datasets viz. MS COCO, Flickr 8K and Flickr 30 K. Two
different deep networks have been used to extract two different sets of embedding, which
are concatenated to form the final embedding. This final embedding is thereby fed into the
encoder and decoder to form a final caption.

For measuring the accuracy of the outputs, evaluation metrics, such as BLEU scores,
METEOR and ROUGE are used. The BLEU score for greedy and beam search (with beam-
width values as three and five) have been evaluated on all three datasets. Furthermore, a
comparison is drawn with the existing state-of-the-art models, namely the attention model
and encoder–decoder model, which establishes superiority of the proposed model. The
BLEU score evaluates to 85.01 for the MS COCO dataset.

However, there are a few areas in which there is a further scope of improvement.
The methodology is not colour sensitive and not able to detect a wide range of colours
accurately. Furthermore, due to the limited size of vocabulary, the generating capability
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of the model is also limited. Further, the model is unable to achieve high precision in
the detection of the number of objects present in the image. In the future, these areas
can be improved upon. Further, the model can be trained with a larger dataset and the
hyper-parameters of the deep networks can be tuned to achieve better BLEU scores.
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