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Abstract

:

With the increasing number of social media users in recent years, news in various fields, such as politics, economics, and so on, can be easily accessed by users. However, most news spread through social networks including Twitter, Facebook, and Instagram has unknown sources, thus having a significant impact on news consumers. Fake news on COVID-19, which is affecting the global population, is propagating quickly and causes social disorder. Thus, a lot of research is being conducted on the detection of fake news on COVID-19 but is facing the problem of a lack of datasets. In order to alleviate the problem, we built a dataset on COVID-19 fake news from fact-checking websites in Korea and propose deep learning for detecting fake news on COVID-19 using the datasets. The proposed model is pre-trained with large-scale data and then performs transfer learning through a BiLSTM model. Moreover, we propose a method for initializing the hidden and cell states of the BiLSTM model to a [CLS] token instead of a zero vector. Through experiments, the proposed model showed that the accuracy is 78.8%, which was improved by 8% compared with the linear model as a baseline model, and that transfer learning can be useful with a small amount of data as we know it. A [CLS] token containing sentence information as the initial state of the BiLSTM can contribute to a performance improvement in the model.
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1. Introduction


Users encounter news of various fields through a variety of platforms due to the development of social media. Unlike how the press and TV networks used to dominate news broadcasting, users of social media can directly participate in the news while the users quickly propagate the news due to the high accessibility and speed. Furthermore, fake news is propagated more quickly. The propagation of fake news inflicts significant damage to news consumers [1]. Individuals who produce fake news have been producing fake news for various purposes, such as political purposes, economic benefits, and so on. It is difficult to detect such fake news because they are generally written in exactly the same format as true news [2]. Accordingly, countries such as the United States and the United Kingdom have been paying attention to research on fake news detection [3], and fact-checking websites have emerged as a part of such research efforts [4].



The authenticity of the news is judged through fact-checking websites by verifying through the press. There are several fact-checking websites being operated overseas, but it is very insufficient compared to the amount of fake news being created. In spite of the insufficiency, research is ongoing on fake news detection using the data provided by fact-checking websites [5,6].



On the other hand, in Korea, about 10 fact-checking websites, including SNU FactCheck (https://factcheck.snu.ac.kr/ (accessed on 15 February 2022)) and FactChecknet (https://factcheck.snu.ac.kr/ (accessed on 15 February 2022)), are operated, and research on fake news detection has a serious problem of a lack of data because the number of verified fact-checking websites is fewer and the amount of usable data is also inadequate. Hence, the frequently used fake news detection model is based on the term frequency-inverse document frequency (TF-IDF) [7]. The similarity of documents is checked using the frequency of words appearing in a document, which has the limitation of being incapable of reflecting the contextual information of sentences. Afterwards, various fake news detection models reflecting the contextual information of a document based on embedding techniques have been proposed [8,9].



The performance of fake news detection has drastically improved recently due to the development of language models such as BERT, which undergoes pre-training based on large-scale data [10]. Due to advancements in BERT, most research on fake news detection was conducted by embedding entire documents [11]. When embedding the entire document of fake news, however, discriminating fake news from real news becomes challenging because fake news maliciously includes truthful sentences [12]. In addition, embedding the entire document leads to performance degradation of a model since fake news is created so as to appear as real as possible. In particular, fake news detection in a specific category may not demonstrate a performance improvement in the BERT model due to insufficient data.



With the recent emergence of COVID-19, fake news on COVID-19 is spreading faster than real news on social media and in a few press outlets. Fake news starting with shocking headlines can lead to serious results since infections, in particular, are directly associated with human lives [13]. Research on detecting fake news on COVID-19 is actively conducted overseas since there is an ample amount of usable data amid the COVID-19 outbreak [14,15]. However, research is less actively conducted in Korea due to a lack of useful data. This paper, therefore, builds a dataset on COVID-19 fake news collected from multiple fact-checking websites and proposes a model for detecting fake sentences related to COVID-19. Embedding proceeds with KoCharELECTRA, which demonstrates excellent performance in embedding a sentence from the constructed dataset instead of embedding the entire document. Detecting fake news on COVID-19 is recognized as a binary classification problem, and the performance is compared using two models: fully connected neural network (FCNN) and bidirectional LSTM (BiLSTM).



Furthermore, a context vector, which is the contextual information of the encoder–decoder model, is judged to be similar to a [CLS] token, which is the contextual information of KoCharELECTRA; a [CLS] token is assigned as an input for the hidden initial state of BiLSTM for improving the model’s performance. Consequently, setting a [CLS] token as the initial hidden and cell states of the BiLSTM model resulted in the highest accuracy of 78.8%.



The remainder of this paper is organized as follows: Related works on fake news detection are introduced in Section 2, while the method for constructing a Korean COVID-19 dataset from fact-checking websites is explained in Section 3. In Section 4, a deep learning model using the Korean COVID-19 dataset is described. In Section 5, the performance of the models is compared through experiments, and the models are analyzed by adjusting the hidden and cell states of the BiLSTM. Section 6 draws some conclusions and discusses future studies.




2. Related Works


In this chapter, we describe related works on the previous research on fake news detection and then briefly introduce Korean sentence embedding and transfer learning.



2.1. Previous Research on Fake News Detection


Many efforts are made to detect fake news in general since the damage caused by fake news is sharply rising [16]. Previous studies conducted overseas focused on detecting fake news by extracting different qualities of documents using traditional machine learning methods such as decision tree or SVM-based models [17,18]. In another study, a graph-based model was used for inferring the relationship between content and users who share news [19]. Big tech companies such as Twitter and Facebook substantially improved the performance of fake news detection models by using deep learning algorithms [20]. Several studies are being conducted in the field of fake news detection in Korea as well. As efforts to prevent using fake news for political purposes continue, the National Election Commission in Korea has been operating a “TF team dedicated to slander/black propaganda”, while the Ministry of Science and ICT in Korea has been researching fake news detection using artificial intelligence (AI) technology by holding an “AI R&D Challenge”. Furthermore, the operation of non-governmental fact-checking websites has enabled the building of fake news detection data. Certain studies have refined data and applied them to machine learning and deep learning [21,22].



Fake news detection has been studied in diverse news categories. Due to the lack of appropriate data, the detection of fake news in specific categories has been performed based on news articles written in English. In particular, the detection of fake news related to COVID-19 is actively researched overseas. Shahi and Nandini (2020) constructed a COVID-19 dataset using a BERT-based model by collecting articles from fact-checking sites [23]. Al-Rakhami and Al-Amri (2020) extracted handcrafted features for fake news detection in order to detect fake news related to COVID-19 that is propagated through Twitter, which is a social media network [24]. Despite the prolonged COVID-19 crisis over the past several years, research on the detection of fake news related to COVID-19 has not been properly conducted in Korea due to insufficient data on news articles on COVID-19 written in Korean.




2.2. BERT-Based Korean Embedding


Fake news detection in Korea mostly involves the models that use TF-IDF, which identifies the nature of a document using the frequency of words [25]. TF-IDF has the disadvantage of not being able to grasp the context of sentences, so to solve this problem, a method of detecting fake news with FastText embedding methods based on self-collected datasets has been proposed [26]. Another study enhanced the performance of fake news through Word2Vec using a model that has been trained with the content of news articles [27]. In recent years, research is actively conducted on fake news detection using BERT-based models, which excel in identifying context by having been pre-trained with large-scale data [28].



BERT, which was released by Google in 2018, demonstrates excellent performance in various tasks as a pre-trained model. The pre-training of BERT involves randomly masking words using a masked language model, which then predicts the masked words, and applying the next sentence prediction to determine whether two sentences are connected. The models pre-trained with large-scale data of the problem being solved are fine-tuned and applied to various tasks. KoBERT [29] demonstrates excellent performance in the problems in Korea, as it was trained with an SKT large-scale Korean Wiki corpus.



Unlike KoBERT, KoELECTRA is a Korean pre-trained language model (PLM) based on ELECTRA [30]. ELECTRA consists of a generator and a discriminator capable of checking bidirectional context information. After converting the words of a specific ratio to a [MASK] token, a generator is induced to generate a word suitable for the [MASK]. In this process, a discriminator is trained by judging which token has been replaced based on the output of a generator. ELECTRA is more efficient, and the training speed is faster than BERT since training is applied for all tokens. KoELECTRA is a model that has been trained with around 34 GB of Korean sentences, including news, Korean Wiki, and NIKL Corpus (https://factcheck.snu.ac.kr/ (accessed on 15 February 2022)), in which it demonstrated an accuracy of 90.6% in the NSMC (https://factcheck.snu.ac.kr/ (accessed on 15 February 2022)) task, outperforming KoBERT, which demonstrated 89.5% accuracy [31]. In this paper, therefore, ELECTRA, demonstrating the best performance among the BERT-based models, was selected, and sentences were embedded using KoCharELECTRA for which a large-scale Korean corpus has been pre-trained in the syllable unit.




2.3. Transfer Learning


In recent research on fake news detection, deep learning-based techniques are gaining popularity to overcome the limitations of the extensive amount of time and cost required for verification by experts and that the subjectivity of the verifier may be introduced. The most significant element of a fake new detection model using deep learning is the amount of data. The research performance is outstanding when datasets of all categories with a large amount of data are used for deep learning models. However, the accuracy may be degraded due to insufficient data when the problem of a specific category, such as COVID-19 fake news detection, is being solved. There is lack of relevant research since the collection of COVID-19-related data is extremely limited in reality, and the authenticity of the data is not verified. Transfer learning can overcome the limitation of insufficient data [32]. Transfer learning refers to pre-training a model with related large-scale data and then reusing small-scale data for solving the main problem.



This paper proposes a model that has been trained through transfer learning based on small-scale data related to COVID-19. First, a fake news detection model is generated using a large-scale fake news dataset. Second, the validity of the fake news detection model is verified through transfer learning based on the COVID-19 data collected from fact-checking websites. Third, the performance is compared between the proposed model and the model for which the hidden state and cell state are modified using a small COVID-19 dataset.





3. Constructing Datasets


As mentioned above, fake news on COVID-19 is propagating quickly and causes social disorder in life. Thus, research is being conducted on the detection of fake news on COVID-19 but is facing the problem of a lack of datasets. In particular, there is no public dataset on COVID-19 fake news in Korea. Therefore, we build a process of building datasets on Korean COVID-19 fake news from fact-checking websites in Korea in this chapter.



Figure 1 shows the process of collecting documents from fact-checking websites and constructing datasets. For building a reliable dataset on COVID-19 in Korea, data are collected from the Korea Disease Control and Prevention Agency (KDCA), which is a government agency, and other fact-checking websites such as SNU Factcheck, vaccine fact-check, and FactChecknet. KDCA performs fact-checking by operating a separate platform for COVID-19-related news and issues and by clarifying false reports. Furthermore, details and links of fake news on COVID-19 are provided and relevant fact-checking materials of KDCA are suggested. Non-governmental fact-checking websites, including SNU Factcheck, vaccine fact-check, and FactChecknet, verify fake news of various news outlets and propose six types of verification results, including false, true, and deferred judgment. For constructing datasets correctly, only the news that has been verified as “true” and “false” are used as the data. Raw data that have been crawled from each site are saved as an xlsx file. The documents that are overlapped or unrelated to COVID-19 are removed from the saved raw data, and the formats of the data obtained from different platforms are adjusted to be uniform, as shown in Figure 1.



For data consistency, news data extracted from websites are configured with an index, article title, main content, source, and validation result, as shown in Table 1.



The COVID-19 news dataset collected in the Korean language consists of a total of 2500 fact-checking news entries and 3500 main sentences. For data balance, the ratio of fake data to true data was set to 1:1 in which 1500 sentences are fake data and another 1500 sentences are true data.



In order to solve the problem of insufficient data, the data of FactChecknet, which was supported by SNU Factcheck Center are used. A total of 80,000 sentences of AI fact-check data provided by NEWSTOF (https://factcheck.snu.ac.kr/ (accessed on 15 February 2022)) for fake news detection research were used as training data, and transfer learning proceeds using the collected COVID-19 dataset. For data consistency, the data structure is configured in a JSON format, as shown in Figure 2. For embedding sentences instead of embedding the entire document in the constructed dataset, the dataset is configured to include sentence order idx, sentence, and sentence label of either fake or true in a dictionary format.



Training data and test data are configured as shown in Table 2 for training the model. For training the model, a total of 51,290 sentences with a 1:1 ratio of true to false data are used among 70,000 sentences of the training data of AI FactChecknet. The collected COVID-19 dataset is configured with a 1:1 ratio of true to false data for transfer learning from which a total of 2500 sentences are used. For evaluating the model, a total of 3332 sentences with a 1:1 ratio of true to false data among 10,000 sentences from AI FactChecknet are used in addition to 500 sentences from the collected COVID-19 dataset.




4. Fake Sentence Detection Based on Deep Learning


Previously, research on fake news detection mostly took the approach of a binary classification problem using linear models. Then, a performance improvement was achieved by using RNN and CNN models [33]. This paper uses BiLSTM, which resolved the issue of the vanishing gradient of RNN and long-term dependency, which is the problem for which the desired output depends on inputs presented at times far in the past. The overall structure of the model is shown in Figure 3. The model consists of an input layer, embedding layer, contextual layer, and classification layer. Sentences are tokenized in the input layer by syllable unit to be used as an input of the embedding layer.



4.1. Embedding Layer


The embedding layer uses KoCharELECTRA, as described in Section 2.2. KoCharELECTRA is a Korean ELECTRA model that has been trained with a character-level tokenizer instead of a WordPiece-level tokenizer. A KoCharELECTRA-based model has a maximum length of 512, and the vocab size is 11,568, in which Chinese characters are excluded not only in vacab but also during pre-processing. The dimension of an output vector is expressed as 768 dimensions in the base model. Sentences are tokenized in the input layer by syllable unit using the KoCharELECTRA tokenizer to be used as an input of the embedding layer. For example, a sentence “코로나는 독감이다. (Coronavirus is an influenza)” is tokenized into “[CLS] 코(ko) 로(ro) 나(na) 는(neun) 독(dok) 감(gam) 이(i) 다(da). [SEP]” at the syllable level. Tokens that are tokenized by syllable are converted into integers of KoCharELECTRA Vocab for training the model. Subsequently, integers that have been tokenized by syllable in the embedding layer are output as pre-trained vector values.




4.2. Contextual Layer


A vector in syllables generated from the embedding layer is bi-directionally trained by being sequentially input in BiLSTM. A [CLS] containing the contextual information in the sentence is not used as an input of BiLSTM in the contextual layer. The last hidden state generated from the forward LSTM and the last hidden state generated from the backward LSTM are concatenated to be delivered as an input for the classification layer.



BiLSTM


For comparing the performance of the proposed model, a comparative model was designed by adjusting the initial hidden and cell states of BiLSTM. The internal structure of BiLSTM is shown in Figure 4. BiLSTM renews the cell state using the input gate for inputting the current cell and the forget gate for removing the information of the past cell. The initial hidden state and input vector are concatenated to determine whether to leave the memory using the sigmoid function and determine new information to remember using the sigmoid function and tanh function.



BiLSTM [34] learns not only the relationship between sequentially input values and previous values but also the relationship with subsequent values by combining forward LSTM and backward LSTM. The greatest difference between BiLSTM and previous RNN models is the cell state. In general, the initial states of cell and hidden are set to a zero vector or a random vector when using a BiLSTM model. In this paper, a [CLS] token is used as the initial hidden and cell states, considering the correlation between the context vector containing contextual information generated from the encoder in the encoder–decoder model and the [CLS] token reflecting the contextual information. Figure 5 shows the structure of the Seq2Seq model [35]. The last hidden state in the encoder consisting of LSTM becomes a context vector. The generated context vector is used as the hidden initial state of the LSTM in the decoder.



Figure 6 shows the model in which the initial states of cell and hidden are used as the [CLS] token of KoCharELECTRA.





4.3. Classification Layer


The classification layer consists of a total of three layers. The concatenation of the forward and backward hidden states,    [   →  H i d d e n  ( n )      ;      ←  H i d d e n  ( n )     ]   , is used as an input of FCNN and is configured with two layers. A softmax function is used for the binary classification of the hidden state in the last layer. Equation (1) represents the softmax function. The range of output values that have passed through the softmax function is between 0 and 1, while the sum of all probabilities is equal to 1. Through one-hot encoding, the label with the highest probability among the softmax probability values is set to 1, while the rest are set to 0.


   softmax  (   x i   )    =    e   x i        ∑   j = 1  k   e   x j        



(1)







Cross-entropy is used as a loss function. Equation (2) represents the cross-entropy, where S is the predicted value of the model and L is the actual value of the label. The model is trained by minimizing the loss based on the comparison of the distance of the probability distributions between the predicted value and actual value.


   D   (   S  ,  L   )  = −   ∑   i     L   i    · l o g   (    S   i    )   



(2)









5. Experiments and Evaluation


In this chapter, we evaluate the proposed model and interpret its improvements both quantitatively and qualitatively. We set a linear model with the input of a [CLS] token as a base model and compare with the model that initialized the hidden and cell states of the BiLSTM model to a [CLS] token instead of a zero vector.



5.1. Dataset Configuration


Table 3 shows dataset configuration for transfer learning. Experiments were conducted for examining the validity of the proposed model when large-scale fake news data were learned, and transfer learning was performed with the collected COVID-19 dataset. A total of four experiments were conducted in which AI FactChecknet training data and AI FactChecknet test data were used in test 1-1. In test 1-2, AI FactChecknet training data were used for training, while a small amount of COVID-19 test data were used for testing. In test 2, AI test data were additionally used for training to learn a greater amount of data, and COVID-19 test data were used for testing. For the validity of transfer learning in test 3, the collected COVID-19 data were applied to the test 2 model for transfer learning, and COVID-19 test data were used for testing.




5.2. Performance Evaluation


Using the datasets described above, Table 4 shows the performance comparison of a linear model of a baseline model that only used a [CLS] token and the BiLSTM model that used syllable vectors. The linear model, which is most frequently used in binary classification problems, was configured with two layers of FCNN and softmax layers and only used a [CLS] token of KoCharELECTRA as an input for a linear layer. In the BiLSTM model, which is proposed in this paper, only syllable vectors were used as inputs without using a [CLS] token.



Accuracy, which is most widely used in classification problems, is used as an evaluation metric. The accuracy represents the number of correctly predicted samples among all samples.



In test 1-1 where the model was trained with large-scale fake news data and the performance was evaluated using the AI FactChecknet test data, the accuracies of the linear model and BiLSTM were 59.34% and 60.54%, respectively, in which BiLSTM slightly outperformed.



Similarly, in test 1-2, the accuracy of the proposed model was higher when the performance was evaluated using the small amount of the collected COVID-19 dataset. In test 2, a higher accuracy was measured for both the linear and proposed models compared to test 1-2. This result indicates that performance improves when trained with a large amount of data. In addition, the performance was significantly improved when a greater amount of data was used in the BiLSTM model compared to the linear model.



Test 3 reflected the performance when transfer learning was performed with the COVID-19 dataset for the model in test 2. The accuracies of the linear model and the BiLSTM models were 70.70% and 74.51%, respectively, thus demonstrating a significant improvement in both models.



When the accuracies of test 1-2 and test 3 were compared, pre-training with large-scale data and then performing transfer learning with a small amount of data can contribute significantly to performance improvement. Furthermore, performance was more outstanding in the BiLSTM model, which only used syllable vectors, compared to the linear model, which used only a [CLS] token of KoCharELECTRA.




5.3. Performance Improvements


Table 5 presents the input of the classification layer and the initial values of the hidden and cell states in the proposed BiLSTM model. In model 1, initial hidden and cell states of BiLSTM were set to 0. For the input of the classification layer, the value obtained by concatenating the last hidden state of BiLSTM was used as in    [   →  H i d d e n  ( n )      ;      ←  H i d d e n  ( n )     ]   . Similar to model 1, the initial hidden and cell states were set to 0 in model 2. Since a significant performance improvement was observed in the model that only used a [CLS] token, the last hidden state of BiLSTM was concatenated with a [CLS] token as the input of the classification layer as in    [  CLS ;    →  H i d d e n  ( n )      ;      ←  H i d d e n  ( n )     ]   . Model 3 was configured to evaluate the performance of the case using a [CLS] token containing sentence information instead of 0 for the initial hidden and cell states. In model 3, the initial hidden state was set to a [CLS] token, while the initial cell state was set to 0. In model 4, the initial hidden and cell states were set to a [CLS] token to evaluate the performance.



Table 6 shows the results of the experiments of the models described in Table 5. Accuracy was used as the performance evaluation metric as in the previous experiments.



Compared to model 1, which is proposed in this paper, model 2 demonstrated approximately a 1.2% performance improvement in test 1-1 and test 3. Both models resulted in similar levels of accuracy in test 1-2 and test 2, for which transfer learning was not performed. When model 1 and model 2 are compared, concatenating a [CLS] token with the last hidden state of the BiLSTM can improve the performance. However, the speed was lower than the proposed model during training since the input size of the classification layer was enlarged by 1.5 times.



Similar to model 2, model 3 also demonstrated approximately a 1.2% performance improvement in test 1-1 and test 3. A similar level of accuracy to model 2 was observed in test 1-2 and test 2, for which transfer learning was not performed. However, the training speed was faster than in model 2 since the input size of the classification layer was identical to that of model 1. Model 4 shows the accuracy when both the hidden and cell states are set to a [CLS], which is the essential idea of the BiLSTM. The accuracy was improved by 4% to 78.52% in test 3, which was the highest when compared to the proposed model, and the performance was improved by 8% compared to the linear model. A similar level of accuracy improvement was observed in test 1-1 as well. The accuracy was 2.8% higher than with model 3, which implies that using a [CLS] token as the initial cell state of BiLSTM can drastically improve the performance of the model. Conducting the above experiments demonstrates that using a [CLS] containing sentence information is highly beneficial for improving the performance since the cell of BiLSTM plays the role of a memory for recalling previous values.



Additionally, we conducted an experiment to order to demonstrate the increasing performance in proportion to the size of the training datasets in Figure 7. The x-axis and the y-axis show the number of COVID-19 training datasets required for further learning after transfer learning and the accuracy of Model 4, respectively. In fact, this is very common in the field of machine learning, but in transfer learning with a small number of datasets, the increase takes effect without exception.




5.4. Cohen’s Kappa


Cohen’s kappa coefficient is used to measure the reliability of the model. Cohen’s kappa coefficient is a statistical method for finding the reliability between evaluators by measuring the agreement of measurement category values between two observers [36]. Equation (3) shows the Cohen’s kappa coefficient where     P    o b s e r v e d      is the probability of a match between evaluators and     P    c h a n c e      is the probability of a match by chance.


   κ  =     P    o b s e r v e d     −    P    c h a n c e       1 −    P    c h a n c e       



(3)







Cohen’s kappa coefficient grades are shown in Table 7, which follow the interpretation of Landis and Koch [37].



  κ  , representing Cohen’s kappa coefficient, has a value between 0 and 1. As a   κ   value becomes closer 1, the reliability of a model increases. A Cohen’s kappa coefficient,   κ  , between 0.000 and 0.200 indicates slight agreement, while a value greater than or equal to 0.8 indicates almost perfect agreement.



A previous study also used Cohen’s kappa coefficient to measure the reliability of a binary classification model [38]. The reliability of a model is determined by measuring the agreement between the label of the test data and the label predicted by the deep learning model. Figure 8 illustrates the result of generating a confusion matrix using the COVID-19 test data consisting of 500 sentences for measuring the reliability of the proposed model.



In the confusion matrix, four kinds of results can be taken as follows:




	
True Positive (TP): a result that correctly indicates the positive;



	
True Negative (TN): a result that correctly indicates the negative;



	
False Positive (FP): a result that wrongly indicates the positive when in fact the result belongs to the negative;



	
False Negative (FN): a result that wrongly indicates the negative when in fact the result belongs to the positive.








Through the confusion matrix, Cohen’s kappa coefficient   κ   can be expressed as shown in Equation (4).


   κ  =   2 ×  (   T P  ×  T N  −  F N  ×  F P   )     (   T P  +  F P   )  ×  (   F P  +  T N   )  +  (   T P  +  F N   )  ×  (   F N  +  T N   )     



(4)







In this paper, the experiment result produced   κ   = 0.5737 when calculated using Equation (4), which shows moderate agreement according to the interpretation of Landis and Koch.




5.5. Discussion


Unlike previously existing research, this paper proposed a fake sentence detection model for COVID-19. As mentioned in introduction, most previous studies were based documents and used document-level embeddings. Fake and real sentences, however, are mixed in fake news documents and would be represented in the embeddings of them. This seriously affects the performance of the model. We also solved the problem for a specific category called COVID-19, unlike the existing research. It is difficult to generalize news in all categories because there are limitations in distinguishing fake and real news, and the performance of the model varies from category to category (e.g., sports, politics, economics, and society). Therefore, in this paper, we constructed datasets and proposed the model for discriminating fake sentences about COVID-19. As a result, it showed a high performance for COVID-19 fake sentence detection.





6. Conclusions


This paper proposed a model for detecting Korean fake news about COVID-19. As mentioned in Section 3, the datasets for Korean fake news about COVID-19 were constructed by the researchers because of their non-availability. The proposed model classified sentences into fake or true instead of documents because all sentences in a document are not fake, only one or two sentences. Moreover, unlike a conventional linear model that only used a [CLS] token, we used the BiLSTM and initialized the hidden and cell states of a BiLSTM model to a [CLS] token instead of a zero vector in order to reflect syllables in a sentence as well as a [CLS] token. Transfer learning was performed in order to effectively apply the COVID-19 data to the model due to the lack of datasets. Through experiments, the proposed model was shown to have an accuracy of 78.8%, which was improved by 8% compared with the linear model as a baseline model. However, the experiments showed that a greater amount of data results in a better performance for the BiLSTM model; thus, the model performance can be further improved by constructing a dataset with a large amount of labeled COVID-19 fake news data.
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Figure 1. Dataset construction process from fact-checking websites. 






Figure 1. Dataset construction process from fact-checking websites.



[image: Applsci 12 06402 g001]







[image: Applsci 12 06402 g002 550] 





Figure 2. A part of extracted datasets in a JSON format. 
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Figure 3. The proposed model in detail. 
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Figure 4. The structure of BiLSTM. 
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Figure 5. The structure of Seq2Seq. 
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Figure 6. The contextual layer with hidden and cell states initialized to [CLS]. 
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Figure 7. Increasing performance in proportion to the size of training datasets. 
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Figure 8. Confusion matrix for binary classification. 
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Table 1. An example of datasets extracted from fact-checking websites.
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	Category
	Description
	Content





	Index
	Sequence No.
	1



	Title
	The title of a document
	3월 22일 SBS, 연합뉴스, 뉴시스 “4차 백신...수십만 명분 폐기 불가피”

(Translated in English: March 22, SBS, Yonhap News, Newsis “Fourth vaccine dose... Disposal of vaccines for hundreds of thousands inevitable”)



	Body
	The main content of a document
	전국 요양병원과 시설에 공급된 4차 백신이 남아돌고 있음. 접종 대상자들이 잇따라 확진 판정을 받거나, 접종을 꺼리기 때문인데, 이번 주 안에 수십만 명분의 백신이 폐기될 것으로 보임

(Translated in English: Excessive fourth vaccine doses have been provided to nursing hospitals and other institutions. Individuals subject to vaccination have recently tested positive for COVID-19 or are reluctant to get vaccinated, which will result in the disposal of vaccines for hundreds of thousands of people this week.)



	Speaker
	The source of a document
	SBS, Yonhap News, Newsis



	Veracity
	The validation of a document
	Fake
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Table 2. Dataset configurations.
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Source

	
Datasets

	
No. of Sentences






	
AI FactChecknet

	
Training

	
51,290




	
COVID

	
2500




	
AI FactChecknet

	
Test

	
3332




	
COVID

	
500
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Table 3. Dataset configurations for transfer learning.
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Datasets

	
Test 1-1

	
Test 1-2

	
Test 2

	
Test 3






	
Training

	
AI FactChecknet

(training data)

	
+AI FactChecknet (test data)

	
+COVID (training data)




	
Test

	
AI FactChecknet

(test data)

	
COVID

(test data)

	
COVID

(test data)

	
COVID

(test data)
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Table 4. Performance comparison of linear and BiLSTM models in accuracy.
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	Model
	Test 1-1
	Test 1-2
	Test 2
	Test 3





	Linear
	59.34
	49.61
	50.78
	70.70



	BiLSTM
	60.54
	50.78
	52.21
	74.51
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Table 5. Inputs of the classification layer and initial states of BiLSTM.
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Model

	
Input of the Classification Layer

	
Initial State of BiLSTM




	
Hidden

	
Cell






	
Model 1

	
    [   →  H i d d e n  ( n )      ;      ←  H i d d e n  ( n )     ]    

	
0

	
0




	
Model 2

	
    [  CLS ;    →  H i d d e n  ( n )      ;      ←  H i d d e n  ( n )     ]    

	
0

	
0




	
Model 3

	
    [   →  H i d d e n  ( n )      ;      ←  H i d d e n  ( n )     ]    

	
[CLS]

	
0




	
Model 4

	
    [   →  H i d d e n  ( n )      ;      ←  H i d d e n  ( n )     ]    

	
[CLS]

	
[CLS]
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Table 6. Performance of the proposed and comparative models.
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	Model
	Test 1-1
	Test 1-2
	Test 2
	Test 3





	Model 1
	60.54
	50.78
	52.21
	74.51



	Model 2
	61.72
	49.22
	52.0
	75.78



	Model 3
	61.7
	53.52
	53.12
	75.61



	Model 4
	64.2
	55.86
	55.86
	78.80
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Table 7. Kappa grades.






Table 7. Kappa grades.





	    κ    
	Strength of Agreement





	>0.000
	Poor



	0.000–0.200
	Slight



	0.201–0.400
	Fair



	0.401–0.600
	Moderate



	0.601–0.800
	Substantial



	0.801–1.000
	Almost Perfect
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