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Abstract

:

Blasting is an essential part of any mining or civil engineering project along with all the benefits that it brings, such as cost and time effectiveness, and safety. Still, there are a few downsides to blasting. Ground oscillation velocity as the most significant impact of blasting has been studied broadly. However, not all measured values should be used for PPV (peak particle velocity) predictor or model development. If a false measured value is included in the model or predictor development, it will provide erroneous results that can lead to the damage of the surrounding structures or an increase in the cost of blasting works. There is no clearly defined procedure for separating atypical values (outliers) within blast-induced seismic-effects measurement data. This paper recommends how to properly validate vibration velocity data by detecting and excluding atypical values and how it influences blast-induced seismic measurement results.
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1. Introduction


Blasting is used as an efficient and cost-effective means for rock excavation in construction, geotechnical, and mining projects. Contrariwise, several negative effects occur involving the surrounding environment, including blast-induced seismic effect, fly rock, and air blast, with seismic effect as the most important one [1]. Hence, controlling the negative effects is essential to conform with the existing regulations and laws.



The main concern for contractors and owners is the realization of a project including blasting works without risking the safety of the surrounding buildings [2].



There are three steps in blast-induced seismic effects on structures: ground motion estimation, analysis, and establishing permissible PPV (peak particle velocity) limits [3].



Nowadays, in the wake of technological advancements, only the methodology to obtain results varies.



Several researchers have investigated the problem of ground vibration prediction and proposed various equations that were recently summarized [4].



Various authors have published research that provides site-specific equations. Ozer described different equations for different areas and geological conditions within the “Istanbul, Kadikoy–Kartal Railway Mass Transport System” project [5]. ISEE presented an equation for the 95% line equation for standard data from quarry blasting [6]. A similar 95%-line equation has been given by Ak et al. to measure PPV during magnesite-mine-blasting works [7]. Nicholson produced a prediction equation derived from the Bengal Quarry blasting [8]. In the thesis “Blast vibration studies in surface mines”, Badal proposed a PPV equation for the “Jindal Power Open Cast Coal Mine” [9]. Mesec founded his research on numerous test sites in sediments with different Geological Strength Index (GSI) values [10].



The attenuation law of dominant frequency has also been researched [11] as well as damage characteristics of a rock mass [12] and crack propagation behavior [13,14]. Agrawal modified the scaled distance using the superimposition factor of vibration waves [15].



Nowadays, most of the published articles on the subject of blast-induced seismic effects are founded on a significant quantity of measurement data compiled during the particular project or quarry development and analyzed through statistical methodology or ANN (Artificial Neural Network) [16,17]. Substantial amounts of open-pit blasting works measurements can be compiled to obtain an attenuation curve. Civil works generally lack this type of measurement data; therefore, the assessment of the first test blast is vital for acquiring an adequate amount of data for the safe execution of blasting works [18]. The uncertainty in measurements has been researched in relation to the horizontal orientation of the triaxial geophone and coupling method [19]. There are guidelines in which the requirements for measuring instruments (seismographs) and the method for installation during measurement are described [20]. However, not all measurement data are eligible for calculations. Errors during measurement should be avoided as much as possible [19]. In many different fields, methods for the detection of atypical values have already been accepted [21,22,23]. Different fields use different confidence intervals for atypical value detection [24]. In blasting, confidence intervals are used to provide the certainty of the calculated PPV (peak particle velocity) prediction results. However, there is no reference to any kind of atypical value detection in blast-induced seismic measurement data.



The test blast measurements used in this paper are performed for several parallel studies. First, we analyze the benefit of using a larger number of instruments in one measurement line [25], followed by measurement instruments positioned at distances that are of relevance; thus, the data is not extrapolated, because results achieved using extrapolation are at least questionable, if not erroneous [26]. This study is concerned with errors in the measurement data and how to detect them. There are three types of errors: gross, systematic, and random. Gross errors mainly cover human mistakes in reading instruments and recording and calculating measurement results. Systematic errors can be instrumental, environmental, and observational. Random errors are caused by happenings or disturbances about which we are unaware. Studied errors fall under the random errors category, which unfortunately cannot be prevented. Therefore, this research recommends how to detect and exclude atypical values (outliers) and clarifies what influence they have on blast-induced seismic measurement results.



The paper is divided in two parts. The first part and the main hypothesis include finding the optimal tool to detect atypical values in blast-induced seismic measurement data. The second part is the verification of results through the blast-induced analysis software “Blastware” from Instantel, Ottawa, ON, Canada.




2. Materials and Methods


To find the optimal tool to detect atypical values in blast-induced measurement data, 17 trial blasts with the same conditions were performed. The blasts were executed in a test site, a foraminiferal limestone deposit quarry near the city of Zadar, Croatia. The quarry fracture system is quite dense, with the majority of fractions resulting from the tectonic activity during and after the folding [27].



Test blasts were performed in different locations at the test site (Figure 1), with different directions of measurement lines and micro geology conditions, in order to test the theory on a variety of conditions.



Even within the same site, PPV estimation can be quite different in different locations/directions [28].



Test blasts were performed with a constant quantity of explosives and as confined, to reduce the number of dependable variables. All blastholes were charged with a single cartridge of the explosive “ELEXIT-2”, drilled 3 m deep and with a drilling diameter of 89 mm, since it is well known that, the diameter of the blasthole affects the blast-induced ground oscillation velocity [29]. To avoid the influence of free surface on the blasting results [30], all blastholes were confined. Topographic factors were nullified by performing the blasts on the same bench, i.e., at the same height above sea level. The technical specifications of the used explosive were: water resistant gelatinous dynamite, length of 590 mm, diameter of 65 mm, total quantity of 2.778 kg (weight of one cartridge), explosive density of 1400 kg/m3, and VoD of 5500 m/s [31]. Regardless of using a single cartridge of the same explosive for all blasts, the calculations were performed with a scaled distance rather than with distance itself, so that the final solution can be used with different types and quantities of the explosive.



The large number of measurement instruments were positioned in a single line at a predefined distance from the blast (up to 8 instruments). A larger number of instruments was required due to the impossibility of the Instantel software “Blastware” to calculate the regression line with a 95%-line equation with less than 4 measurement points.



The measurement data of seismic effects for all 17 boreholes include the distance of the measurement instruments from blasting zone, the PPV for each spatial component (longitudinal, transversal, and vertical), and peak vector sum (PVS) (Table 1).



The general form of the regression curve equation attained from the measurements during blasting works [32] is as follows:


  P P V = H    (  S D  )    − β    



(1)




where SD is the scaled distance (m/kg1/2), H is coefficient in the blast design, and β is the attenuation coefficient. Both coefficients are determined by test blasts.



The scaled distance (2) is required to determine the peak particle velocity when both charge weight per delay W (kg) and distance R (m) vary [3].


  S D =  R   W     



(2)







It should be noted that the comparison of the effect of the detonation properties of the different explosives on blast-induced ground oscillation velocity, i.e., peak particle velocity, can be achieved through the equivalent weight approach. This approach consists of comparing the effects of the output of a given explosive to that of the reference explosive (usually TNT) [33]. Most recently, an equivalent TNT weight links the weight of a given explosive to the equivalent weight of TNT using the ratio of their detonation heats [34]:


   W e  =  W  e x p      H  e x p  d     H  T N T  d     



(3)




where We (kg) is the TNT equivalent weight, Wexp (kg) is the weight of the actual explosive,     H  e x p  d     (MJ/kg) is the heat of the detonation of the actual explosive, and     H  T N T  d     (MJ/kg) is the heat of the detonation of the TNT.



In addition to detonation heat, some authors suggest the use of detonation velocity, detonation pressure, or detonation energy to estimate TNT equivalent mass [33,35]. The TNT equivalence can be determined experimentally by various types of experiments (e.g., Trauzl test, plate dent, ballistic mortar, and air blasts tests) or can be estimated by thermochemical equilibrium codes [36].



Given that commercial explosives are highly non-ideal, the estimation of TNT equivalence is not a trivial task. It must take into account the effects of the confinement and size of explosive charge on detonation properties.



The theoretical estimation of the detonation parameters of commercial explosives applying the Wood–Kirkwood detonation theory coupled with thermochemical code EXPLO5 [37] is the subject of another ongoing research that we are undertaking, which should contribute to a more reliable estimation of the detonation parameters of commercial explosives, and consequently the equivalent weights of commercial explosives needed by Equation (2) in the case of different explosives being used.



Since, for this research, only one type of explosive (ELEXIT-2) was utilized, the weight of explosive used in Equation (2) is the actual weight of the explosive charge (cartridge).



Equation (1) provides a general form of regression curve [38], which, for the borehole B1 data, is displayed in Figure 2.



To be able to put measurement data through linear regression, it is required to transform the regression curve (Figure 2) to a straight line, by taking logarithms to the base 10 of both sides of Equation (1):


  log P P V = log H − β log S D  



(4)







All measurement values were prepared according to Equation (4) for further analysis.



In many different fields, the methods for the detection of atypical values have already been accepted. As there is no clearly defined procedure for the detection of atypical values (outliers) in the measurements of blast-induced seismic effects and their exclusion, each dataset, prepared according to Equation (4), was put through regression statistics in the software “Statistica” with different regression bands and confidence at the levels of 68.27%, 95.45%, 99.73% and 99.99% (Sigma 1–4), to detect possible outliers (Figure 3).



There are certain prerequisites to be able to identify false measurement values. The large number of measurement instruments should be positioned in a single line at predefined distances from the blast. There should be a minimum of 4 instruments in the measurement line for each direction of interest from the blast. After each blast, the measured values should be validated to be eligible for further calculations and analysis. It is reasonable to expect some dispersion of data due to the geology.



The number of measurement points for borehole B1 after the exclusion of atypical values, according to each confident interval, is presented in Table 2.



Measurement data with confidence intervals of 97.73% and 99.99% (Sigma 3 and 4) do not exclude any value; hence, there are no atypical values (outliers) outside of the mentioned intervals.




3. Results


After the detection of atypical values, for borehole B1, it is noticeable that the confidence intervals of 97.73% and 99.99% have all measurement points included within the interval lines. Since the results are the same as for full measurement data, they are not included in further analyses. For the remaining two confidence intervals (68.27% and 95.45%) and the full dataset (100.00%) for borehole B1, further analyses were performed in the Instantel application “Blastware”. After combining all measurement data, a graphical presentation of the regression line with the 95%-line equation, coefficient of determination and standard deviation is presented (Figure 4).



Data from the graphical presentation are summarized in the Table 3.



From each 95%-line equation, the application calculates the permitted charge weight per delay for the required distances from the blasting zone, with a selected maximum PPV according to the category of the surrounding structures and lists them as shown in Figure 5.



Data from the calculated permitted charge weight per delay for the required distances from the blasting zone with the selected maximum PPV according to the type of surrounding structures for all three cases are summarized in Table 4. Additionally, the ratio was calculated between both confidence intervals (68.27% and 95.45%) and the full measurement dataset.



The same procedure was conducted for all 17 boreholes with similar results; atypical values are present only with confidence intervals of 68.27% and 95.45% (Sigma 1 and 2), as presented in Table 5.



Equally, in Table 6, the regression lines with 95%-line equations, coefficients of determination and standard deviations for all 17 boreholes and different confidence intervals are presented.



Due to the large amount of data, in Table 7 for each borehole, only the ratios between both confidence intervals (68.27% and 95.45%) and the full dataset are presented.




4. Discussion


Figure 3 and Figure 4 along with Table 2 and Table 5 present the atypical values’ detection process of blast-induced seismic effects measurement data. It is visible that only the confidence intervals of 0.6827 and 0.9545 (Sigma 1 and 2) detect atypical values (outliers). The other two confidence intervals of 0.9973 and 0.9999 (Sigma 3 and 4) do not detect any measurement point as an atypical value. Therefore, only the first two were used for further analyses. It also shows that a confidence interval of 0.6827 excludes about half or more measurement points from one measurement dataset, while a confidence interval of 0.9545 excludes only one or two points.



Regression lines with 95%-line equations, coefficients of determination (R2) and standard deviations are presented in Figure 5 and Table 3 and Table 6. It is observable that the 95%-line equations are different depending on how many measurement points were excluded during the detection of atypical values. Mainly the coefficient of determination (R2) is closest to the value of 1 when atypical values are excluded using a confidence interval of 0.6827 compared to a confidence interval of 0.9575 or the full measurement dataset. This is because, when using the confidence interval of 0.6827, about half or more measurement points were excluded; therefore, only measurement points closest to the mean remained. However, the coefficient of determination for the equations using the confidence interval of 0.9575 is not far behind. When looking at the standard deviation for the mentioned cases, the results are similar. When using the confidence interval of 0.6827, the standard deviation is closest to zero, as expected, followed by a confidence interval of 0.9575 and the further away from zero is again the full measurement dataset. Additionally, boreholes B2, B3, B4, B7, B8 and B17, while using a confidence interval of 0.6827, do not provide any result for the regression lines with 95%-line equations, coefficients of determination and standard deviations due to not having the minimum of four monitoring points required for the application “Blastware” to perform further analyses.



The final and most important calculation for blasting contractors is the permitted charge weight per delay for the required distances from the blasting zone, with selected maximum PPV according to the type of the surrounding structures. Figure 5 and Table 4 and Table 7 provide an insight into how different these values can depend on how many monitoring points are excluded during the atypical value detection process. It can be observed that, at boreholes B2, B3, B4, B7, B8 and B17, while using a confidence interval of 0.6827, there are less than the minimum four measurement points required for the application to calculate the regression lines with 95%-line equations, coefficients of determination and standard deviations as well as the permissible charge weight per delay. The remaining results obtained using a confidence interval of 0.6827 provide lenient results, i.e., causes an increase in the permissible charge weight per delay comparing to the full measurement dataset, maintaining the safety level identical, which in the end provides more cost-efficient blasting works. When using a confidence interval of 0.9575 for boreholes B1–7 and B12–14, same results were obtained. Stricter results using a confidence interval of 0.9575 were obtained for boreholes B10, B11, B15 and B16, i.e., causes decrease in the permissible charge weight per delay comparing to the full measurement dataset, which in the end provides increase in the safety of the surrounding structures during blasting works. Using a confidence interval of 0.9575 for boreholes B8, B9 and B17, the results are equal to the full measurement data results.




5. Conclusions


By scrutinizing all aforementioned results, the following conclusions can be drawn:




	
Although the measurement data processed through regression statistics with a confidence interval of 0.6827 (Sigma 1) provides a better coefficient of determination and standard deviation, since it excludes about half or more measurement values, they do not completely nor correctly represent the full measurement dataset. In some cases, the data do not even provide enough measurement points for further analyses using the “Blastware” application. Therefore, it is recommended to use a confidence interval of 0.9575 (Sigma 2) for atypical value detection, since both the R2 (CoD) and the standard deviation are highly acceptable. This is also a typical range used in metrology.



	
The calculation of the permitted charge weight per delay for the required distances from the blast with selected maximum PPV according to the type of the surrounding structures is a final product provided to blasting engineers. For a confidence interval of 0.9575 (Sigma 2), the calculations can, in some cases, offer more cost-efficient blasting by increasing the charge weight per delay, and, in others, stricter by decreasing the charge weight per delay, while always retaining the safety of the surrounding structures.








The results show that, if a false measured value is included in the model or predictor development, it will provide erroneous results, which can lead to damage to the surrounding structures or an increase in the cost of blasting works. The detection and exclusion of atypical values (outliers) should be used in all projects where blasting works are performed in populated areas. By increasing the calculation accuracy, PPV control is improved. This would finally optimize blasting works by decreasing the costs and increasing safety. The next stage will be testing the proposed methodology on a large number of ongoing and future projects, such as blasting in quarries and open cuts for road/highway excavations and for excavation of underground parking in cities, to confirm the applicability of the results in all types of blasting works. The testing will be performed by installing a larger number of measurement instruments in the required number of measurement lines, depending on the number and direction of the protected structures surrounding blasting area. For each blast, the detection and exclusion of atypical values will be performed prior to calculations for the permitted charge weight per delay for the next blast.
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Figure 1. Test site with the marked location of the test blasts area. 
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Figure 2. Regression curve for data from borehole B1. 
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Figure 3. Detection of the atypical values (outliers) for the blast-induced seismic effects measured data for borehole B1 with confidence intervals of (a) 0.6827; (b) 0.9545; (c) 0.9973; and (d) 0.9999. 
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Figure 4. Regression line with the 95%-line equation, coefficient of determination and standard deviation for borehole B1: (a) confidence interval of 68.27%; (b) confidence interval of 95.45%; and (c) full dataset (100.00%). 
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Figure 5. “Blastware” printout of the permitted charge weight per delay for the required distances from the blasting zone with the selected maximum PPV of 20 mm/s according to the category of the surrounding structures: (a) for a confidence interval of 68.27%; (b) for a confidence interval 95.45%; and (c) for full dataset (100.00%). 
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Table 1. The measurement data of the blast-induced seismic effects for all 17 boreholes.
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Borehole

	
Distance (m)

	
PPVt (mm/s)

	
PPVv (mm/s)

	
PPVl (mm/s)

	
PVS (mm/s)

	
Borehole

	
Distance (m)

	
PPVt (mm/s)

	
PPVv (mm/s)

	
PPVl (mm/s)

	
PVS (mm/s)






	
B1

	
5

	
39.2

	
173

	
161

	
207

	
B9

	
5

	
84.3

	
69.1

	
79.2

	
116




	
10

	
11.7

	
55.9

	
47.8

	
64.5

	
10

	
26

	
46.7

	
87.1

	
98.9




	
15

	
16.5

	
23

	
26.2

	
29.8

	
15

	
28.8

	
10.7

	
31.9

	
42.6




	
25

	
15.1

	
26.5

	
20.1

	
34.6

	
20

	
21.6

	
9.91

	
19.3

	
25.9




	
30

	
12.3

	
9.27

	
6.6

	
15.8

	
25

	
8.51

	
5.46

	
9.02

	
9.24




	
35

	
10.9

	
8.89

	
9.78

	
15.3

	
30

	
6.48

	
4.83

	
11.2

	
12.6




	
40

	
4.19

	
7.11

	
6.48

	
8.05

	
35

	
7.37

	
5.08

	
12.1

	
12.5




	
B2

	
9.5

	
11.4

	
30.1

	
26

	
36.3

	
40

	
3.94

	
4.06

	
8.38

	
9.39




	
14.5

	
8.64

	
41.7

	
21.3

	
42.7

	
B10

	
10

	
12.2

	
21.3

	
21.3

	
24.8




	
19.5

	
18

	
15.5

	
30.1

	
34.8

	
15

	
12.6

	
11

	
12.2

	
16.3




	
29.5

	
16

	
17.5

	
21.8

	
29

	
20

	
13.5

	
9.65

	
20.6

	
21.9




	
34.5

	
7.62

	
5.59

	
4.7

	
10.2

	
25

	
8.13

	
4.76

	
11.4

	
14




	
39.5

	
10.3

	
6.86

	
11.9

	
13

	
30

	
2.41

	
5.08

	
7.49

	
7.74




	
44.5

	
4.06

	
5.71

	
5.21

	
7.38

	
35

	
3.56

	
3.56

	
9.4

	
9.68




	
B3

	
10

	
69.2

	
53.8

	
58.5

	
83.1

	
40

	
6.1

	
4.7

	
11.4

	
12




	
15

	
10.7

	
31.5

	
27.4

	
35.08

	
45

	
3.94

	
2.03

	
7.49

	
7.55




	
20

	
9.78

	
21.8

	
17.7

	
24.1

	
B11

	
15

	
21.3

	
28.4

	
16.8

	
31.2




	
25

	
4.95

	
15

	
17.7

	
18.6

	
20

	
14.2

	
3.17

	
18.2

	
21.9




	
30

	
4.06

	
11.2

	
15.2

	
16.2

	
25

	
15.9

	
10.5

	
23.7

	
24.8




	
35

	
15.6

	
11.6

	
32.1

	
34.3

	
30

	
6.6

	
3.05

	
15

	
15.3




	
40

	
5.33

	
8.64

	
14

	
15

	
35

	
3.3

	
3.81

	
10.4

	
10.5




	
B4

	
10

	
21.6

	
36.6

	
36.6

	
39.7

	
40

	
2.67

	
3.68

	
10.8

	
10.9




	
15

	
35.1

	
28.3

	
15.6

	
39.8

	
45

	
6.86

	
5.08

	
12.6

	
13.1




	
20

	
5.46

	
14

	
8.89

	
14.4

	
50

	
4.19

	
2.03

	
9.65

	
10.1




	
25

	
10.7

	
10.5

	
9.78

	
14.4

	
B12

	
10

	
38.2

	
30

	
62.1

	
64.9




	
30

	
3.3

	
8.13

	
8.26

	
9.16

	
20

	
7.37

	
9.14

	
8.38

	
12.1




	
35

	
3.3

	
5.33

	
9.78

	
10.7

	
30

	
4.76

	
4.51

	
8.64

	
9.43




	
40

	
14.6

	
6.6

	
24

	
26.6

	
40

	
16.4

	
10.2

	
10.2

	
17




	
45

	
3.68

	
4.06

	
12.4

	
12.7

	
50

	
3.17

	
2.41

	
3.94

	
4.33




	
B5

	
15

	
20.8

	
14

	
6.35

	
21.5

	
60

	
4.06

	
2.16

	
4.32

	
4.59




	
20

	
14.4

	
13.2

	
9.91

	
15.8

	
70

	
2.67

	
0.76

	
1.9

	
2.9




	
25

	
6.6

	
7.87

	
9.4

	
13.2

	
B13

	
15

	
15.7

	
15.4

	
29.5

	
32.2




	
30

	
8.76

	
5.46

	
9.91

	
12.2

	
25

	
7.62

	
7.62

	
8.38

	
10




	
35

	
2.67

	
4.19

	
6.35

	
6.97

	
35

	
2.79

	
2.73

	
5.52

	
6.25




	
40

	
3.68

	
4.32

	
8.64

	
9.41

	
45

	
24

	
16.1

	
16.5

	
24.1




	
45

	
9.52

	
5.33

	
21.2

	
21.5

	
55

	
2.41

	
1.52

	
2.54

	
2.8




	
50

	
3.05

	
2.67

	
12.2

	
12.3

	
65

	
2.16

	
1.02

	
2.54

	
2.81




	
B6

	
5

	
38.4

	
151

	
65.7

	
166

	
75

	
2.03

	
0.64

	
1.4

	
2.22




	
10

	
35.6

	
32.5

	
61

	
66.1

	
B14

	
20

	
16.4

	
15.1

	
13.6

	
20.2




	
15

	
40.4

	
50.7

	
36.4

	
52.7

	
30

	
5.84

	
5.91

	
7.11

	
7.62




	
20

	
14.2

	
13.5

	
27.4

	
31.5

	
40

	
2.73

	
2.03

	
3.81

	
4.87




	
25

	
17.5

	
15.2

	
22

	
24.3

	
50

	
17.7

	
12.7

	
12.3

	
20.3




	
30

	
6.98

	
6.22

	
15.9

	
17.6

	
60

	
1.78

	
1.02

	
1.9

	
2.13




	
35

	
8.25

	
7.49

	
15

	
15.4

	
70

	
1.65

	
1.02

	
2.54

	
2.58




	
40

	
8.25

	
3.68

	
10.4

	
11.6

	
80

	
1.27

	
0.51

	
0.76

	
1.37




	
B7

	
10

	
17.8

	
27.3

	
27.3

	
37.6

	
B15

	
11.5

	
11.7

	
28.2

	
18.5

	
34.2




	
15

	
23.4

	
10.2

	
33.5

	
35.1

	
12.5

	
21.2

	
25.7

	
30.5

	
40.9




	
20

	
20.6

	
18.9

	
11

	
26.7

	
15

	
25.6

	
19.4

	
20

	
27.8




	
25

	
11.2

	
7.87

	
21.3

	
22.2

	
20

	
14.9

	
14.6

	
16.6

	
20.1




	
30

	
9.27

	
11.8

	
18.7

	
18.8

	
25

	
4.32

	
3.56

	
3.18

	
5.03




	
35

	
5.59

	
3.94

	
13.6

	
13.8

	
30

	
5.46

	
8.38

	
6.48

	
9.59




	
40

	
9.02

	
4.19

	
13.2

	
14.6

	
35

	
4.57

	
2.03

	
4.7

	
5.32




	
45

	
6.22

	
2.54

	
5.59

	
6.26

	
B16

	
6.5

	
26.9

	
56.8

	
38.2

	
61.2




	
B8

	
15

	
16.9

	
27.7

	
22.5

	
34.1

	
7.5

	
37.2

	
41.9

	
59.2

	
64.3




	
20

	
25.9

	
19.3

	
39.6

	
44.4

	
15

	
9.65

	
19.2

	
12.8

	
20.7




	
25

	
21.8

	
10.8

	
14.2

	
23.2

	
20

	
5.08

	
4.95

	
4,95

	
6.11




	
30

	
7.87

	
6.6

	
21.6

	
22.6

	
25

	
10.7

	
18

	
11.9

	
22.4




	
35

	
4.06

	
10.8

	
16.4

	
17.8

	
30

	
5.84

	
3.43

	
6.98

	
7.31




	
40

	
4.19

	
3.05

	
12.2

	
12.3

	
B17

	
2.5

	
121

	
203

	
163

	
228




	
45

	
7.24

	
3.3

	
12.7

	
13.6

	
10

	
20.3

	
81.4

	
37.7

	
86.5




	
50

	
3.68

	
2.16

	
6.6

	
6.85

	
15

	
12.3

	
16.9

	
15.7

	
20.4




	

	

	

	

	

	

	
20

	
18.8

	
37.6

	
35.6

	
40.8




	

	

	

	

	

	

	
25

	
9.78

	
10.7

	
16.9

	
18.7
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Table 2. The number of measurement points for borehole B1 after the exclusion of atypical values.






Table 2. The number of measurement points for borehole B1 after the exclusion of atypical values.





	
Borehole

	
Remaining Measurement Points after Excluding Outliers for Confidence Intervals (%)




	
68.27

	
95.45

	
99.73

	
99.99

	
100.00






	
B1

	
4/7

	
6/7

	
7/7

	
7/7

	
7/7
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Table 3. Regression line with 95%-line equation, coefficient of determination (R2) and standard deviation for borehole B1 for different confidence intervals.






Table 3. Regression line with 95%-line equation, coefficient of determination (R2) and standard deviation for borehole B1 for different confidence intervals.





	
Borehole

	
Conf. Int. (%)

	
95%-Line Equation

	
R2

	
Std. Dev.






	
B1

	
68.27

	
V = 880.5 × (SD)−1.421

	
0.997

	
0.027




	
95.45

	
V = 977.2 × (SD)−1.450

	
0.988

	
0.051




	
100.00

	
V = 1160.7 × (SD)−1.403

	
0.952

	
0.096
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Table 4. Data from the calculated permissible charge weight per delay for the required distances from the blast, with the chosen maximum PPV for both confidence intervals (68.27% and 95.45%) and the full dataset, and their correlation.






Table 4. Data from the calculated permissible charge weight per delay for the required distances from the blast, with the chosen maximum PPV for both confidence intervals (68.27% and 95.45%) and the full dataset, and their correlation.





	
B1

	
Weight (kg) for Conf. Int. (%)

	
Ratio




	
Distance (m)

	
68.27

	
95.45

	
100.00

	
68.27/100.00

	
95.45/100.00






	
10

	
0.487

	
0.469

	
0.306

	
1.59

	
1.53




	
20

	
1.946

	
1.876

	
1.226

	
1.59

	
1.53




	
30

	
4.379

	
4.22

	
2.758

	
1.59

	
1.53




	
40

	
7.785

	
7.503

	
4.904

	
1.59

	
1.53




	
50

	
12.16

	
11.72

	
7.662

	
1.59

	
1.53




	
60

	
17.52

	
16.88

	
11.03

	
1.59

	
1.53




	
70

	
23.84

	
22.98

	
15.02

	
1.59

	
1.53




	
80

	
31.14

	
30.01

	
19.62

	
1.59

	
1.53




	
90

	
39.41

	
37.98

	
24.83

	
1.59

	
1.53




	
100

	
48.66

	
46.89

	
30.65

	
1.59

	
1.53
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Table 5. The number of measurement points for all boreholes after the exclusion of the atypical values.






Table 5. The number of measurement points for all boreholes after the exclusion of the atypical values.





	
Borehole

	
Remaining Measurement Points after Excluding Outliers for Confidence Intervals (%)




	
68.27

	
95.45

	
99.73

	
99.99

	
100.00






	
B1

	
4/7

	
6/7

	
7/7

	
7/7

	
7/7




	
B2

	
2/7

	
6/7

	
7/7

	
7/7

	
7/7




	
B3

	
3/7

	
5/7

	
7/7

	
7/7

	
7/7




	
B4

	
2/8

	
6/8

	
8/8

	
8/8

	
8/8




	
B5

	
5/8

	
6/8

	
8/8

	
8/8

	
8/8




	
B6

	
5/8

	
7/8

	
8/8

	
8/8

	
8/8




	
B7

	
3/8

	
7/8

	
8/8

	
8/8

	
8/8




	
B8

	
2/8

	
8/8

	
8/8

	
8/8

	
8/8




	
B9

	
5/8

	
6/8

	
8/8

	
8/8

	
8/8




	
B10

	
4/8

	
6/8

	
8/8

	
8/8

	
8/8




	
B11

	
4/8

	
6/8

	
8/8

	
8/8

	
8/8




	
B12

	
4/7

	
6/7

	
7/7

	
7/7

	
7/7




	
B13

	
4/7

	
6/7

	
7/7

	
7/7

	
7/7




	
B14

	
5/7

	
6/7

	
7/7

	
7/7

	
7/7




	
B15

	
4/7

	
6/7

	
7/7

	
7/7

	
7/7




	
B16

	
4/6

	
5/6

	
6/6

	
6/6

	
6/6




	
B17

	
2/5

	
5/5

	
5/5

	
5/5

	
5/5
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Table 6. Regression lines with 95%-line equations, coefficients of determination (R2) and standard deviations for all 17 boreholes and different confidence intervals.






Table 6. Regression lines with 95%-line equations, coefficients of determination (R2) and standard deviations for all 17 boreholes and different confidence intervals.





	
Borehole

	
Conf. Int. (%)

	
95%-Line Equation

	
R2

	
Std. Dev.






	
B1

	
68.27

	
V = 880.5 × (SD)−1.421

	
0.997

	
0.027




	
95.45

	
V = 977.2 × (SD)−1.450

	
0.988

	
0.051




	
100.00

	
V = 1160.7 × (SD)−1.403

	
0.952

	
0.096




	
B2

	
68.27

	
/

	
/

	
/




	
95.45

	
V = 746.9 × (SD)−1.174

	
0.774

	
0.156




	
100.00

	
V = 731.2 × (SD)−1.117

	
0.703

	
0.167




	
B3

	
68.27

	
/

	
/

	
/




	
95.45

	
V = 608.9 × (SD)−1.160

	
0.927

	
0.064




	
100.00

	
V = 487.5 × (SD)−0.897

	
0.624

	
0.138




	
B4

	
68.27

	
/

	
/

	
/




	
95.45

	
V = 322.9 × (SD)−0.923

	
0.732

	
0.122




	
100.00

	
V = 270.6 × (SD)−0.737

	
0.423

	
0.180




	
B5

	
68.27

	
V = 65.65 × (SD)−0.431

	
0.369

	
0.099




	
95.45

	
V = 77.01 × (SD)−0.506

	
0.466

	
0.095




	
100.00

	
V = 60.71 × (SD)−0.300

	
0.086

	
0.165




	
B6

	
68.27

	
V = 624.5 × (SD)−1.214

	
0.997

	
0.019




	
95.45

	
V = 659.2 × (SD)−1.233

	
0.995

	
0.027




	
100.00

	
V = 776.4 × (SD)−1.251

	
0.984

	
0.046




	
B7

	
68.27

	
/

	
/

	
/




	
95.45

	
V = 133.4 × (SD)−0.610

	
0.780

	
0.064




	
100.00

	
V = 293.6 × (SD)−0.853

	
0.713

	
0.113




	
B8

	
68.27

	
/

	
/

	
/




	
95.45

	
V = 876.8 × (SD)−1.184

	
0.785

	
0.105




	
100.00

	
V = 876.8 × (SD)−1.184

	
0.785

	
0.105




	
B9

	
68.27

	
V = 346.6 × (SD)−1.079

	
0.985

	
0.043




	
95.45

	
V = 384.1 × (SD)−1.097

	
0.979

	
0.049




	
100.00

	
V = 889.8 × (SD)−1.272

	
0.878

	
0.135




	
B10

	
68.27

	
V = 75.77 × (SD)−0.683

	
0.997

	
0.009




	
95.45

	
V = 64.00 × (SD)−0.525

	
0.799

	
0.062




	
100.00

	
V = 98.20 × (SD)−0.612

	
0.618

	
0.101




	
B11

	
68.27

	
V = 193.5 × (SD)−0.841

	
0.962

	
0.033




	
95.45

	
V = 178.5 × (SD)−0.791

	
0.926

	
0.042




	
100.00

	
V = 257.9 × (SD)−0.870

	
0.815

	
0.070




	
B12

	
68.27

	
V = 1237.4 × (SD)−1.551

	
0.986

	
0.062




	
95.45

	
V = 1035.2 × (SD)−1.442

	
0.917

	
0.128




	
100.00

	
V = 1357.4 × (SD)−1.381

	
0.791

	
0.195




	
B13

	
68.27

	
V = 1098.2 × (SD)−1.578

	
0.976

	
0.072




	
95.45

	
V = 1126.6 × (SD)−1.609

	
0.970

	
0.070




	
100.00

	
V = 2632.1 × (SD)−1.497

	
0.606

	
0.277




	
B14

	
68.27

	
V = 1283.3 × (SD)−1.647

	
0.953

	
0.083




	
95.45

	
V = 1446.4 × (SD)−1.694

	
0.949

	
0.083




	
100.00

	
V = 3075.3 × (SD)−1.581

	
0.565

	
0.274




	
B15

	
68.27

	
V = 1241.5 × (SD)−1.729

	
0.971

	
0.058




	
95.45

	
V = 1032.5 × (SD)−1.601

	
0.951

	
0.067




	
100.00

	
V = 1968.4 × (SD)−1.778

	
0.836

	
0.138




	
B16

	
68.27

	
V = 540.3 × (SD)−1.440

	
0.990

	
0.038




	
95.45

	
V = 554.1 × (SD)−1.236

	
0.902

	
0.109




	
100.00

	
V = 1015.1 × (SD)−1.400

	
0.751

	
0.203




	
B17

	
68.27

	
/

	
/

	
/




	
95.45

	
V = 778.8 × (SD)−1.052

	
0.806

	
0.183




	
100.00

	
V = 778.8 × (SD)−1.052

	
0.806

	
0.183
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Table 7. Ratio between both confidence intervals (68.27% and 95.45%) and the full dataset for all 17 blast holes.






Table 7. Ratio between both confidence intervals (68.27% and 95.45%) and the full dataset for all 17 blast holes.





	
Borehole

	
Ratio




	
68.27/100

	
95.45/100






	
B1

	
1.59

	
1.53




	
B2

	
/

	
1.59




	
B3

	
/

	
10.93




	
B4

	
/

	
2.83




	
B5

	
6.63

	
7.99




	
B6

	
1.20

	
1.20




	
B7

	
/

	
1.08




	
B8

	
/

	
1.00




	
B9

	
1.03

	
1.00




	
B10

	
7.94

	
0.66




	
B11

	
1.40

	
0.85




	
B12

	
3.17

	
2.17




	
B13

	
4.96

	
5.58




	
B14

	
4.21

	
4.54




	
B15

	
1.37

	
0.95




	
B16

	
3.06

	
0.81




	
B17

	
/

	
1.00
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