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Abstract: Liver cancer contributes to the increasing mortality rate in the world. Therefore, early
detection may lead to a decrease in morbidity and increase the chance of survival rate. This research
offers a computer-aided diagnosis system, which uses computed tomography scans to categorize
hepatic tumors as benign or malignant. The 3D segmented liver from the LiTS17 dataset is passed
through a Convolutional Neural Network (CNN) to detect and classify the existing tumors as benign
or malignant. In this work, we propose a novel light CNN with eight layers and just one conventional
layer to classify the segmented liver. This proposed model is utilized in two different tracks; the first
track uses deep learning classification and achieves a 95.6% accuracy. Meanwhile, the second track
uses the automatically extracted features together with a Support Vector Machine (SVM) classifier
and achieves 100% accuracy. The proposed network is light, fast, reliable, and accurate. It can be
exploited by an oncological specialist, which will make the diagnosis a simple task. Furthermore, the
proposed network achieves high accuracy without the curation of images, which will reduce time
and cost.

Keywords: computed tomography; hepatic tissue; ResNet50; CAD

1. Introduction

Liver cancer (LC) is a well-known condition across the world. It is among the most
frequent types of cancer that may affect humans [1]. It is a lethal disease spreading around
the globe, particularly in underdeveloped nations [2]. The liver is the body’s biggest
internal organ. Hepatic cancer detection is difficult given the heterogeneous nature of liver
tissues. The mortality rate of primary liver cancer can be reduced if it is detected earlier.
For detecting the damaged region in liver images, multiple classification algorithms have
been implemented [3]. The liver is both required for living and susceptible to a variety
of diseases. CT examinations may be utilized to plan and deliver radiation treatment
to tumors, as well as to assist biopsies and other less invasive procedures. Manual CT
image segmentation and classification is a time-consuming and inefficient method, which is
unfeasible for vast amounts of data. Manual interaction is not required with fully automatic
and unsupervised approaches [4]. The computer-aided diagnosis of live tumors in CT
images requires automatic tumor detection and segmentation. In low-contrast images, the
low-level images are too faint to identify, making it a difficult process [5]. Tumor detection
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and segmentation are critical pre-treatment measures in the computer-aided diagnosis
of liver tumors [6,7]. In the liver, there are several different forms of tumors. The visual
appearance of various tumors varies, and their visual appearance varies once the contrast
medium is administered. Computer-aided diagnosis might be difficult when it comes to
segmenting the liver from CT scan images accurately. Automatic liver segmentation is the
initial and most important stage in the diagnosing process [8,9].

Radiologists face a difficult problem in identifying and classifying liver tumors. The
liver parenchyma must be separated from the abdomen, and the liver cells with the least
alteration must be classified as malignant or benign tumors. Owing to its excellent cross-
sectional view, outstanding spatial resolution, quick interpretation, and strong signal-
to-noise ratio (SNR), CT images remain one of the top modalities of choice. Magnetic
Resonance Imaging (MRI), Positron emission tomography (PET), and Ultra Sound (US) are
the other major Liver-imaging modalities. CT examinations may be performed for proper
planning and managing tumor treatments, including guiding biopsies and other easily
established processes. For huge amounts of data, manual segmentation and Computed
Axial Tomography (CAT) image categorization are demanding and time-consuming opera-
tions. Computer-aided diagnosis (CAD) systems are a type of medical imaging that acts
as a second opinion for doctors when interpreting images. Upon creating the final output,
the CAD systems are interactive/semi-automated and include the results of the medical
practitioner. This contrasts with a fully automated system, wherein the computer software
makes all choices. CAD systems have a critical role in the early diagnosis of liver disease,
lowering the fatality rate from liver cancer [10]. The utilization of CT images to identify the
liver disease is prevalent. Given the various intensities, it might be challenging for even
competent radiologists to remark on the type, category, and level of the tumor immediately
from the CT image. Designing and developing computer-assisted imaging techniques to
aid physicians/doctors in enhancing their diagnoses has become increasingly significant
in recent years [11]. The diagnosis and treatment strategy are determined by classifying
the lesion type and time based on CT images, which demands professional knowledge
and expertise to categorize. Once the workload is severe, fatigue is common, and even
competent senior specialists have trouble preventing a misdiagnosis. Deep learning may
overcome the limitations of conventional machine learning, for instance, the time required
to retrieve image features and conduct dimensionality reduction manually, giving high-
dimensional image features. It is critical to use deep learning to aid doctors in diagnosis.
The poor accuracy of tumor classification, the limited capability of feature extraction, and
the sparse dataset remain challenges in the current medical image classification task [12].

In 2018, Amita Das et al. [13] developed a Watershed Gaussian Deep Learning al-
gorithm for classifying three forms of liver cancer, including hepatocellular carcinoma,
hemangioma, and metastatic carcinoma, utilizing 225 images. The watershed algorithm
was utilized to segregate the liver, Gaussian Mixture Models (GMM) were utilized to
detect the lesion region, and retrieved characteristics were fed into a Deep Neural Net-
work (DNN). They were able to obtain 97.72% specificity, 100% sensitivity, and 98.38%
testing accuracy. Consequently, Koichiro Yasaka et al. [14] trained a Convolutional Neu-
ral Network (CNN) to distinguish liver lesions into five categories utilizing 1068 images
taken in 2013 from 460 patients and enhanced them by a factor of 52. Note that three
max-pooling layers, six convolutional layers, and three fully connected layers made up
the CNN. They had a median accuracy of 84% and a 92% Area Under the Curve (AUC).
Moreover, Kakkar et al. [15] utilized the LiTS dataset to segment the liver, utilizing the
Morphological Snake method, and predicted the liver centroid utilizing an Artificial Neural
Network (ANN). They obtained a 98.11% accuracy, 88% Dice Index, and 87.71% F1-score
utilizing the LiTS dataset. Furthermore, Rania Ghoniem [16] employed SegNet-UNet-BCO
and LeNet5-BCO combinations to segment and categorize liver lesions in 2020, combining
bio-inspired concepts with deep learning models. The models were trained to utilize the
Radiopaedia and LiTS datasets, and the LiTS dataset yielded a 97.6% F1-score, 98.2% speci-
ficity, 97% Dice Index, 96.4% Jaccard Index, and 98.5% accuracy. To identify liver tumors
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automatically, Muhammad Suhaib Aslam et al. [17] utilized the ResUNet, a hybrid UNet
and ResNet framework. Relying on the publicly accessible 3D-IRCADDbO1 dataset, they
were able to attain a 99% accuracy and a 95% F1-score. In addition, Jiarong Zhou et al. [18]
presented a multi-scale and multimodal structure in 2021, utilizing a hierarchical CNN
to automatically detect and categorize focal liver lesions. Following binary class discrim-
ination, the model produced six classes. They attained an average accuracy of 82.5% in
discriminating malignant and benign tumors utilizing 3D ResNet-18 and 73.4% in solving
the six classes issue. Consequently, Yasmeen Al-Saeed et al. [19] presented a comprehensive
framework for separating cancerous and non-cancerous lesions in 2022. The framework is
divided into three phases: liver segmentation, tumor segmentation, and lesion classification
with an SVM classifier. They employed a combination of textual and statistical elements
to analyze the LiTS17, MICCAI-Silver(7, and 3Dircadb liver datasets. The LiTS17 dataset
obtained 95.57% accuracy, 96.23% sensitivity, 95.83% specificity, and 98.2% AUC, while
the 3Dircadb dataset achieved 96.88% accuracy, 97.32% sensitivity, 97.65% specificity, and
98.64% AUC. Mubasher Hussain et al. [20] introduced a revolutionary, fully automated
system for liver tumor classification, which employs computer vision and machine learning.
A Gabor filter was employed to denoise the images, and the Correlation-based Feature
Selection (CFS) approach was employed to maximize the features. On a 17 x 17 Region of
Interest (ROI), they obtained 97.48% accuracy using Random Forest and 97.08% accuracy
utilizing Random Trees.

According to the literature review, the subject of medical imaging is becoming more
important as the demand for a precise and efficient diagnosis in a short amount of time
grows. The liver serves a variety of activities, including vascular, metabolic, secretory, and
excretory. CT is a medical imaging method that doctors can use to examine pathological
abnormalities in the liver. The fundamental issue with liver segmentation from CT images
is the poor contrast between the intensities of the liver and adjacent organs. In addition,
the liver might appear in several dimensions, making identification and segmentation
even more challenging [21]. The categorization of CT images is a time-consuming and
difficult operation, which is impracticable when dealing with enormous amounts of data.
Manual interaction is not required with fully automatic and unsupervised approaches.
Our suggested study method gives an efficient liver CT scan image classification that will
be useful in medical datasets, particularly in feature selection and classification. Man-
ually detecting liver tumors is time-consuming and tiresome; however, CAD is critical
in automatically recognizing liver abnormalities. In this section, we assess and review
recent breakthroughs in CT-based detection of liver tumors, with a focus on deep learning
techniques that leverage the LiTS dataset. In CT images, the liver is segmented from the
rest of the abdomen, utilizing a 3D technique and morphological processing. The tumor is
extracted from the segmented liver area using CNN. A lot of research studies have been
done to categorize liver tumor disease. Patients diagnosed with a liver tumor early on will
have a better chance of being treated quickly [22]. The remainder of the article is arranged
as follows: Section 2 outlines the suggested method’s technique. The experimental results
and comparisons with a few selected approaches are shown in Section 3, and the study is
concluded in Section 4.

2. Materials and Methods

The method that has been utilized in this paper is shown in Figure 1. The process starts
from the segmented CT liver volume, which is resized to be compatible with the input layer
of the proposed CNN and the existing ResNet50. The features are extracted automatically
and then passed to a support vector machine classifier to discriminate between two classes
of benign and malignant liver tumors.
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Figure 1. The proposed method.

2.1. Dataset

The dataset was created as a consequence of liver tumor segmentation, which was held
in connection with the IEEE International Symposium on Biomedical Imaging (ISBI) 2017
and the International Conference on Medical Image Computing and Computer-Assisted
Intervention (MICCALI) 2017. The liver images from a 3D CT image have been segmented
and released. In the axial direction, pixel sizes range from 0.56 mm to 1.0 mm, and in the
z-direction, they range from 0.45 mm to 6.0 mm. The number of slices per CT scan varies
from 42 to 1026, and all slices were resized to 150 pixels in size. The segmented data are
published in [23] and are not labeled. The data are diagnosed by the radiologist, and the
following table describes the label for each case. Table 1 shows the diagnosis of the human
radiologist for each volume.

Table 1. The diagnosis of liver CT volumes by Radiologist Diagnosis.

Volume# Ra%;(l))lglglst Volume# Ra%:l)jlglglst Volume# Rai:]))l:lglst Volume# Railgl)alglglst Volume# Ragla(')alglglst
1 malignant 27 malignant 53 malignant 79 malignant 105 benign
2 malignant 28 malignant 54 Normal 80 malignant 106 benign
3 malignant 29 malignant 55 malignant 81 malignant 107 malignant
4 malignant 30 malignant 56 malignant 82 benign 108 malignant
5 malignant 31 malignant 57 benign 83 malignant 109 malignant
6 benign 32 malignant 58 benign 84 malignant 110 benign
7 malignant 33 Normal 59 malignant 85 benign 111 malignant
8 malignant 34 malignant 60 benign 86 benign 112 benign
9 malignant 35 benign 61 malignant 87 malignant 113 benign
10 malignant 36 malignant 62 benign 88 benign 114 malignant
11 malignant 37 benign 63 benign 89 malignant 115 malignant
12 malignant 38 malignant 64 benign 90 benign 116 malignant
13 benign 39 Normal 65 malignant 91 benign 117 benign
14 malignant 40 malignant 66 benign 92 malignant 118 malignant
15 malignant 41 malignant 67 malignant 93 malignant 119 malignant
16 benign 42 benign 68 malignant 94 malignant 120 malignant
17 malignant 43 benign 69 malignant 95 malignant 121 benign
18 malignant 44 benign 70 malignant 96 malignant 122 benign
19 malignant 45 benign 71 malignant 97 malignant 123 benign
20 malignant 46 malignant 72 benign 98 benign 124 malignant
21 malignant 47 malignant 73 benign 99 malignant 125 malignant
22 malignant 48 benign 74 malignant 100 malignant 126 malignant
23 malignant 49 malignant 75 malignant 101 malignant 127 benign
24 malignant 50 malignant 76 malignant 102 malignant 128 benign
25 benign 51 benign 77 benign 103 malignant 129 malignant
26 Normal 52 malignant 78 malignant 104 benign 130 malignant
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The number of benign cases is 39, the number of malignant cases is 85, whereas
6 cases are diagnosed with no lesions, which means they are normal. The normal cases are
excluded from the dataset because they are not sufficient for classification. The proposed
method is just designed based on benign and malignant cases.

Figure 2 describes the malignant liver slice, the segmented liver, and the 3D view
of the liver. On the other hand, Figure 3 represents the benign case of the liver and its
corresponding segment with its 3D view.

- N

(a) (b) (c)

Figure 2. (a) liver slice; (b) segmented liver; (c) 3D view of malignant liver.

l &

(a) (b) (©)

Figure 3. (a) liver slice; (b) segmented liver; (c) 3D view of benign liver.

The benign segmented liver is augmented with a scale [0.9-1] rotated [2°-5°]. The
data are also translated in the x direction with [1-2], y direction of [1-1.5], and z direction of
[0.9-1.2]. The resultant beginning images after augmentation are 75 images. Table 2 shows
the number of images before and after augmentation.

Table 2. The number of images after and before augmentation.

Benign Malignant Total
Number of volume images before augmentation 39 85 124
Number of volume images after augmentation 78 85 163

2.2. Deep Learning

It is known that deep learning models need large data sets to train. Many scholars have
used transfer learning to tune a pre-trained model to perform a certain task to overcome
this issue. In this work, two pre-trained neural networks have been used, namely ResNet50
and Resnet101 [24-28], as shown in Figure 4, respectively. The ImageNet dataset was
utilized for training these two architectures. ResNet is a deep convolutional neural network
model with shortcut connections that bypass one or more layers. The number of output
feature maps in this type of network is similar to the number of filters in the layer. The
number of filters doubles as the size of the feature map is lowered. Down sampling is
performed in a convolution layer with a stride of two, and then batch normalization and
the ReLU function are applied.



Appl. Sci. 2022,12, 5501

6 of 16

‘ Identityxf‘ I / Identity x \ II “‘Identityx ‘ I / Identity x
H 1l i1
a o || l e |l | o0
[ =4 2 = L -
x%§+§+g<‘r I 8+5+§‘%gh+9
AN HENE N EE HEE
o, 5] [&] |2 x| (% %] |
L BB | g B L
3x I 4x II 6x I 3x
Convl_x Conv2_x Conv3_x Conv4d_x Convd_x

Figure 4. ResNet50 General Structure.

Further details of both networks’ architectures are explained in Figure 4. The first
convolutional layer in both networks will output a feature map of size 112 x 112 x 64
after applying 64 distinct filters of size 7 x 7 x 3 over the input of size 224 x 224. The
input feature map is then processed, utilizing a max-pooling layer with a filter of 3 x 3,
resulting in a feature map of 56 x 56 x 64. Furthermore, the second convolutional layer
contains three building blocks, where each block contains three convolutional layers. As a
result, there are nine sub-convolutional layers in the second convolutional layer. The third
convolutional layer is made up of four blocks, each of which has three sub-convolutional
layers. Thus, there are 12 sub-convolutional layers in the third convolutional layer. In terms
of the fourth convolutional layer, ResNet50 comprises six blocks.

LiverNet

The proposed LiverNet model is light, and consists of eight layers. It consists of an
input layer with size 223 x 223 x 147 x 1, a 3D convolutional layer with kernel size of
5 x 5 x 5 with six filters, and a stride by two. The output of the first layer is inserted into
a 3D average pool layer of size 2 x 2 x 2, along with stride by two. This layer plays a
crucial role in decreasing data variances and maintaining the most critical elements. Finally,
the ReLU activation function receives the output from the previous layers, and the active
output is sent into a 10-neuron fully connected layer. Afterwards, the result is sent to a
fully connected layer with two neurons equivalent to the number of planned classes. The
suggested network flow chart is illustrated in Figure 5.
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Figure 5. The structure of the proposed network.

The fully connected layer is usually terminated with a softmax layer, which imple-
ments a softmax function to its input and whose equation corresponds to the equitation [29]:

) = exp(x;) 1
) = oy 0



Appl. Sci. 2022,12, 5501

7 of 16

in which x denotes the input vector of size K, j = 1: K, and x; resembles the ith individual
input. The Softmax function defines a range of values for the output, allowing it to be read
as a probability. It is frequently employed in multivariant classifications. Moreover, the
softmax layers are responsible for computing the probability of each class, whereas the
classification layer is in charge of obtaining the classification results. Next, the proposed
network is built using MATLAB® 2021b, and it is trained and tested using a PC with CPU
Core i5-11 GEN processor, 8 GB RAM, and 1000 GB total storage. Table 3 shows the layer’s
information for the suggested CNN architecture.

Table 3. Layers information for the proposed LiverNet.

Layer Information
Input Layer Size [223 x 223 x 147]
Number of Filters 6

Kernel size5 x 5 x 5

Conv_1 Stride 2 x 2 x 2
Padding 0
Type Average Pooling
. Kernel size 2 x 2 x 2
Pooling Layer Stride2 x 2 x 2
Padding 0
Activation Layer ReLU
Fully-connected Layer 10 neurons
Fully-connected Layer 2 neurons

Softmax Layer

Classification Layer

2.3. Classification

The classification is performed in this article by two tracks; the first one is deep
learning, and the other one is a hybrid system. The deep learning approach is utilized by
passing the resize images to the pretrained ResNet50 using transfer learning to discriminate
between benign and malignant classes. On the other hand, the proposed network is
exploited as well for classifying the available images into malignant and benign.

The hybrid approach is utilized in this paper by using the deep learning structures
as feature extractors instead of applying various image processing techniques to extract
the features manually. This approach is applied two times; the first one uses ResNet50,
and the other one uses the proposed Liver Network. The two extracted features from
the last fully connected layer in each network are passed to the Gaussian Support Vector
Machine classifier independently. The results are compared between the hybrid system,
which is built based on extracted features from a pretrained ResNet50 structure, and those
constructed mainly on the extracted features from the proposed LiverNet. On the top
of that, the corresponding results section clarified the differences between benign and
malignant classification based on deep learning approaches.

3. Results and Discussion

The data are divided into 70% training data. Meanwhile, the rest resembles testing.
The transfer learning strategy is employed here to be suitable for two classes. The maximum
accuracy obtained using ResNet50 is 83.7%. After taking 123 min in the training stages,
Figure 6 illustrates the confusion matrix for ResNet50.
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Figure 6. Test Confusion matrix of ResNet50.

The number and percentage of correct classifications by the pre-trained network
are shown in the first two diagonal cells of Figure 6. For instance, 23 occurrences were
categorized as benign appropriately. This represents 46.9% of the total of 49 occurrences. In
the same way, 18 occurrences were accurately labeled as malignant, in which 36.7% of all
cases fell into this category.

Eight of the malignant cases were misclassified as benign, accounting for 16.3% of the
total 46 cases in the study. Likewise, 0 benign biopsies were wrongly labeled as malignant,
accounting for 0% of the total data.

From 31 benign predictions, 74.2% were found to be correct, meanwhile 25.8% were
revealed to be wrong. Of 18 malignant predictions, 100% were correct, and 0% were wrong.
Of 23 benign cases, 100% were revealed to be correctly predicted as benign, while 0% were
predicted as malignant. Of 26 malignant cases, 69.2% were correctly classified as malignant,
while 30.8% were categorized as benign. In total, 83.7% of the predictions were revealed to
be correct, while 16.3% of them were wrong. The pertained network is very badly sensitive
to malignant cases. Almost 31% of the malignant cases were diagnosed as benign, which is
not acceptable in medical field applications. Figure 7 shows the ROC curve for this case.
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Figure 7. AROC curve using ResNet50.

The proposed net obtained a high accuracy when compared with ResNet50, and
Figure 8 shows the confusion matrix of the LiverNet. Here, the accuracy reached 95.9%.
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Figure 8. Test Confusion matrix of LiverNet.
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The number and percentage of correct classifications by the suggested network are shown in
the first two diagonal cells of Figure 7. A total of 23 occurrences, for example, were accurately
categorized as benign. This represents 46.9% of the total of 49 occurrences. In the same approach,
24 occurrences were accurately labeled as malignant. This was the case in 49% of all occurrences.

Two of the malignant instances were mistakenly categorized as benign, accounting for
4.1% of the total 49 cases in the study.

From 23 benign predictions, it was revealed that 100% were correct. Meanwhile, from
24 malignant predictions, 100% were found to be correct. Moreover, from 23 benign cases,
100% were correctly predicted as benign, meanwhile, from 24 malignant cases, 92.3% were
correctly classified as malignant and were discovered to be 7.7% wrong. In total, 95.9% of
the predictions were found to be correct, meanwhile 4.1% were shown to be wrong. The
proposed network performance was better than the pre-trained CNN. Figure 9 illustrates
the ROC curve of classification using LiverNet.

AROC = 0.95826
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o
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©
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0 0.2 0.4 0.6 0.8 1
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Figure 9. AROC curve using LiverNet.

The number of convolutional layers in LiverNet is one, which makes it fast in training
and testing. Table 4 shows the time required for training and test phases for both the
existing CNN and the proposed one.

Table 4. Comparison for training and testing time for both ResNet50 and LiverNet.

Net Work Train Test
ResNet50 123 min 32s
Proposed model 89 min 22s

In the next stage ResNet50 and LiverNet are employed as feature extractors In both
networks, the two features are retrieved from the final fully connected layer. Finally, the
labeled data are classified using gaussian SVM.

The model is built utilizing a Gaussian SVM classifier to distinguish between malignant
and benign tumors. Figure 10 describes the confusion matrix of the Gaussian SVM using
3D graphical features of ResNet50. Here, the total accuracy reached 97%.
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Figure 10. Test Confusion matrix of SVM with features from ResNet50.

The first two diagonal cells in Figure 7 reflect the number and percentage of correct
classifications in ResNet50 utilizing a Gaussian SVM with 3D graphical features. The
benign classification for the 22 cases was valid, representing 45.8% of the total 48 cases. In
the same approach, 25 cases were accurately identified as malignant, which was 52.1% of
the total number of cases.

One of the benign occurrences was mistakenly labeled as malignant, accounting for
2.1% of the total 48 cases in the study. From 22 benign predictions, it was stated that 100%
were correct; meanwhile, from 26 malignant predictions, 96.2% were revealed to be correct.
Furthermore, from 23 benign cases, 95.7% of them were correctly predicted as benign,
meanwhile, from 25 malignant cases, 100% were correctly categorized as malignant. In
total, 97.9% of the predictions were revealed to be correct, while 2.1% of them were wrong.
Figure 11 represents the ROC curve of the hybrid system using a pretrained CNN.
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Figure 11. AROC curve of SVM with features from ResNet50.

The first two diagonal cells in Figure 12 reflect the number and percentage of correct
classifications utilizing the suggested net’s gaussian SVM with 3D graphical features. For
example, the benign classification for the 23 occurrences was correct, representing 47.9% of
the total 48 occurrences. In the same approach, 25 occurrences were accurately identified as
malignant, which was 52.1% of the total number of cases.
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Figure 12. Test Confusion matrix of SVM with features from LiverNet.
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Of 23 benign cases, 100% of them were correctly predicted as benign, meanwhile, from
25 malignant cases, 100% were found to be correctly categorized as malignant. Overall,
100% of the predictions were correct. Figure 13 shows the ROC curve of the hybrid system
using LiverNet features.

AROC =1

Sensitivity
© o o o o o
w B ()] » ~ [e]
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0 0.2 0.4 0.6 0.8 1
1 - specificity

Figure 13. AROC of hybrid system with features from LiverNet.

The evaluation criteria that have been used in this paper are clear in the corresponding
equations [30]. Table 5 describes the results in the deep learning track and hybrid track for
both ResNet50 and the proposed LiverNet. The following equations are used to calculate
the performance of the classifier [30].

Sensitivity = TPTi—iPFN 2
Precision = % 3)
Specificity = 7TNTT i (4)
Accuracy = 57 TNT+PFP N ©)

where TP is True Positive, TN is True Negative, FP is False Positive, and FN is False Negative.

Table 5. Comparison between deep learning and the proposed hybrid model.

Method Sensitivity ~ Precision Specificity Accuracy
ResNet50 100 742 69.2 83.7
Deep Learning
LiverNet 100 92 92.3 95.9
ResNet50 95.7 100 100 97.9
Hybrid Model
LiverNet 100 100 100 100

The high performance of the proposed net is clear as a feature extractor. Furthermore,
Figure 14 below illustrates the high performance of the proposed approach in obtaining an
accurate diagnosis of liver tumors.
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Figure 14. Accuracy, Precision, Specificity, and Sensitivity of different approaches.

The proposed method is compared with literature that has used the LiTs17 dataset.
The performance of the approach achieved the highest amongst all. Table 6 shows the
comparison between this study and literature with regards to the area under the curve
(AUCQ), specificity, sensitivity, and accuracy.

Table 6. Comparison of the current study with the state of the art.

Accuracy Sensitivity Specificity AROC
Kakkar et al. [15] 98.11 - - -
Rania Ghoniem [16] 98.5 - 98.2 -
Yasmeen Al-Saeed et al. [19] 95.5 96.23 95.83 0.98
The Proposed Model 100 100 100 1

This paper shows the high level of confidence obtained using LiverNet as an auto-
mated feature extractor besides utilizing the benefits of machine learning to discriminate
between benign and malignant liver tumors.

4. Conclusions

Patients with liver cancer have a high mortality rate attributed to the late detection
of the disease. Computer-aided diagnosis systems based on a variety of medical imaging
techniques can help recognize liver cancer at an early stage. With the help of both con-
ventional machine learning and deep learning classifiers, a variety of methods have been
employed to identify liver cancer. The findings of this study suggest that using CNN to
automatically extract features together with SVM classifier greatly improves classification
performance. Furthermore, the findings suggest that employing our suggested hybrid
model can greatly reduce the processing time, which is 22 s, when contrasted to ResNet50,
which takes 32 s. All performance metrics accuracy, specificity, precision, and sensitivity
reached 100%. Our approach can accurately and effectively recognize tumors, even in
low-contrast CT images with respect to all quantitative assessments. Lastly, we can draw
the following conclusions: (1) Deep learning model performance is extremely intriguing for
use in medical equipment; the experimental result demonstrates significant improvement.
Moreover, the suggested technique is unaffected by discrepancies in texture and intensity
across demographics, imaging devices, patients, and settings; (2) the classifier distinguishes
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the tumor with comparatively high precision; (3) segmentation of very small tumors is
incredibly challenging, with the system being hyper-sensitive to contemplating local noise
artifacts as potential tumors.

The lack of large publicly available datasets forces CAD systems to use the available
small private datasets generated from hospitals and scanning facilities. This implies that
additional datasets should be made available for research and classification purposes. In
the future, this work can be further extended using a large clinical dataset besides applying
image processing techniques to enhance the visualization of images. Using a huge dataset,
a reliable and trusted system can be built and employed in clinics.
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