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Abstract

:

The paper presents a memetic modification of the classical genetic algorithm by introducing a cyclic symmetrization of the population, symmetrizing the parental points around the current population leader. Such an operator provides a more spherical distribution of the population around the current leader, which significantly improves exploitation. The proposed algorithm was described, illustrated by examples, and theoretically analyzed. Its effectiveness was examined using a recognized benchmark, which includes the continuous functions test set on a multidimensional cube, to be minimized.






Keywords:


genetic algorithms; memetic algorithms; global optimization












1. Introduction


Global optimization methods can be divided into two main groups [1]: single-solution metaheuristics and population metaheuristics. The first group includes, among others, the simulated annealing [2], tabu search [3], variable neighborhood search [4], guided local search [5], and iterated local search [6]. The second group embraces evolutionary algorithms inspired by the Darwinian theory of evolution and swarm intelligence, which is based on patterns of the social behavior of animal colonies—mainly insects, birds, and bacteria. Evolutionary algorithms are a fairly broad concept encompassing genetic algorithms [7], evolution strategy [8], and genetic programming [9]. This class also includes differential evolution [10] and cultural algorithms [11]. It turns out that the processes governing cultural change are very similar to the processes of biological evolution. The class of swarm intelligence algorithms covers, among others, ant colony optimization [12], particle swarm optimization [13], bee colony optimization [14] or artificial immune systems [15]. In recent years rapid development of machine learning methods can also be observed in terms of metaheuristics design [16].



The authors focus on genetic algorithms (GA), which are nondeterministic population-based metaheuristics widely used in practice. There are three main areas of the effective application of genetic algorithms: operation management, multimedia, and wireless networks [17]. In operation management the scheduling [18], or inventory control [19] are good examples. Multimedia applications are mainly encryption [20], image processing, and medical imaging. In wireless networks, GA is effective at optimizing routing, load balancing, or channel allocation.



Following the no free lunch theorem, there is no one universal optimizer [21]. Despite many advantages of GAs that justify their broad application, they also have disadvantages. These include a slow convergence speed, premature convergence, or difficulty in obtaining high precision of the approximation of global extremes. One way to improve the properties of GAs is to modify the genetic operators.



Many variants of the crossover operator for real-coded GA have been proposed over the past decades, for example, heuristics crossover [22], arithmetical crossover [23], direction based crossover [24], direction-based exponential crossover [25], unimodal normal distribution crossover [26] or Laplace crossover [27]. Some research on new mutations [28,29] and selection operators [30,31] have been carried out.



The second widely used approach, most often in the context of specific applications, is a GA hybridization. In the work [17] a classification of combining GA with other algorithms was made:




	
Enhancing search capability [32,33];



	
Generating feasible solutions [34];



	
Replacing of genetic operators [35];



	
Optimizing control parameters [36].








In our work, real-coded genetic algorithms used in the problem of optimization of continuous functions are of interest. Limiting the global extremum search area to the  D  dimensional hypercube determines the appropriate selection of genetic operators—they cannot lead GA beyond the established search area. It seems, however, that in the classical genetic algorithm, after a certain number of iterations, the generation of points is distributed in a certain multidimensional convex cone whose vertex is the population leader. Child points obtained by crossing points with such a population still remain in this cone. If the searched point realizing the global minimum of the objective function (more precisely—the target optimization area guaranteeing the assumed error) is outside the cone, it is inaccessible for population points obtained by crossing. Mutations give the chance of leaving the cone in the desired direction, but it is a multi-generational process—the algorithm usually prematurely converges and stops earlier.



To improve the efficiency of GA, a modification of the distribution of the current population points in the exploration area was proposed in the form of an additional symmetrization operator included in the GA framework. This operator is triggered after each genetic step, and its task is to symmetrize the parental points around the current population leader. Population symmetrization provides a more spherical distribution of population points around the current leader, which should significantly improve exploitation. The algorithm obtained in this way was named the genetic algorithm with the population symmetrization operation (GASO). Combining the genetic backbone with the supporting symmetrization technique makes the algorithm fit into the trend of the so-called memetic computing [37].



Section 1 provides an overview of the literature on genetic algorithms and their modification in the context of global optimization. Section 2 introduces the genetic algorithm with population symmetrization, preceded by the necessary context in terms of the adopted notation, the genetic algorithm itself, and memetic algorithms. The symmetrization operator is given formally and graphically illustrated. The method of preserving search space points with or without this operator was also presented. Section 3 briefly describes the comprehensive benchmarking tool used in the article to verify the computational effectiveness of GASO. This section also discusses the results of the GASO numerical tests. A synthetic measure of the algorithm’s effectiveness was also introduced based on the benchmark tools. Section 4 is a summary of the article and the conclusions of the research.




2. Method Description


This section presents the idea and formal definition of the symmetrization operator for GA and some illustrative analysis of its effectiveness. The following symbols have been adopted:








	
 D —dimension of the search space



	
  K = < − a ; a  > D   — D  dimensional hypercube








Definition 1 (objective function). 

We will call an objective function any function   f : K → ℝ  that is continuous on a cube  K .





Definition 2 (optimization problem). 

The optimization problem for the objective function  f is the process of finding the point    x  o p t   ∈ K  , for which the function  f takes the lowest value    f  o p t    .






    f  o p t   =   min   x ∈ K   f  ( x )    



(1)





What follows is   f  (   x  o p t    )  =  f  o p t    .



The point    x  o p t   ∈ K   is the global minimum of the function  f  on the cube  K .



Usually, extremum of the function  f  is approximated by    x p  ∈ K  . This value    x p    is determined with a precision of  ϵ  if   f  (   x p   )  −  f  o p t   ≤ ϵ  .



2.1. Reference Genetic Algorithm


The starting point and, at the same time, the framework in which the introduced symmetrization operator functions, is the genetic algorithm (Algorithm 1) [23,38].



	
Algorithm 1 Genetic algorithm




	
1

	
create random initial population: initialPopulatioIndividuals;




	
2

	
  compute values of objective function: initialPopulatioValues;




	
3

	
  while stopping criterion is NOT satisfied do




	
4

	
  [nextPopulationIndividuals, nextPopulationValues] =

  stepGA (initialPopulationIndividuals, initialPopulationValues, …

  optionsOfGA, objectiveFunction);




	
5

	




	
6

	
  initialPopulationIndividuals = nextPopulationIndividuals;




	
7

	
  initialPopulationValues = nextPopulationValues;




	
9

	
end









In a single genetic step (Algorithm 2), the population is transformed i.e., the generation of parents becomes the generation of children, after using genetic operators. In the optimization context, the objective function values are calculated for each individual (point in the search space). Based on these values, the adaptation of individuals is assessed. The whole process begins with a random selection of the initial population, randomly distributed in the assumed search area (in our case, in the  K  cube). Evolution continues until a set stop condition is met.



	
Algorithm 2 Genetic step




	
1

	
[nextPopulationIndividuals, nextPopulationValues] =

  stepGA(initialPopulationIndividuals, initialPopulationValues,

   optionsOfGA, objectiveFunction)




	
2

	
   fitness scaling;




	
3

	
   choosing parents for the next generation;




	
4

	
   copying elite individuals (if active;




	
5

	
   crossover;




	
6

	
   mutation;




	
7

	
   forming the next generation of individuals (elite + children + mutants);




	
8

	
   calculating values of objective function for each individual from the new population;




	
9

	
end









The implementation of the genetic algorithm from the global optimization toolbox from the Matlab environment was used as the reference algorithm.



Applied settings



	
Representation: real-coded GA



	
Population size:   100 ⋅ D  



	
Fitness scaling: rank function



	
Elitism:   5 %   of population



	
Crossover fraction:   80 %  



	
Crossover function




	○

	
intermediate (default): the children produced are within the hypercube defined by placing the parents at opposite vertices




	○

	
arithmetic (segment): the children produced are within the segment defined by the two parents (GASC)









	
Gaussian mutation



	
Stopping criterion: stagnation of the population—change in the value of the objective function for the best individual over 30 generations by less than the adopted precision   ϵ =   10   − 8    







2.2. Memetic Algorithms (MA)


Memetic algorithms have their roots in cultural algorithms and the concept of a meme as an elementary unit of human culture [39]. Cultural memes are equivalent to genes in biology and undergo similar processes. In particular, they show similarity to the Lamarck model of evolution, assuming the inheritance of acquired qualities. The rate of evolution understood this way is faster than that of actual biological evolution. Memetic algorithms have not been proposed as recipes for solving a specific problem but as a class of algorithms inspired by the dissemination of ideas (“learning”) and consisting of many existing operators [40].



Definition 3 (Memetic Algorithm—MA). 

A memetic algorithm is a population metaheuristic composed of an evolutionary framework and local search techniques that are triggered within the generational cycle of the outer framework [37].





The general form of the MA pseudocode has been proposed in the paper [41].



Because the local search algorithm is treated as a phase of the improvement of selected population members, it is enough to call it only once in the generation cycle. As such a single cycle has been previously defined as a stepGA, the memetic algorithm can be written in a simplified way (Algorithm 3):



	
Algorithm 3 Memetic algorithm in GA framework




	
1

	
create random initial population: initialPopulatioIndividuals;




	
2

	
compute values of objective function: initialPopulatioValues;




	
3

	
while stopping criterion is NOT satisfied do




	
4

	
  [nextPopulationIndividuals, nextPopulationValues] =

  stepGA (initialPopulationIndividuals, initialPopulationValues,…

    optionsOfGA, objectiveFunction);




	
5

	




	
6

	
  [initialPopulationIndividuals, initialPopulatioValues] =

  localSearchAlgorithm (nextPopulationIndividuals,…

    nextPopulationValues, objectiveFunction, otherParameters);




	
9

	
end










2.3. Genetic Algorithm with Symmetrization Operator (GASO)


The proposed GASO algorithm is a memetic algorithm—some transformation (symmetrization) is performed on the population of points obtained in the genetic step. Then this modified population is transferred to the next iteration of the genetic procedure. Therefore, the structure of the GASO algorithm is as follows (Algorithm 4):



	
Algorithm 4 Memetic algorithm in GA framework with symmetrization operator




	
1

	
create random initial population: initialPopulatioIndividuals;




	
2

	
compute values of objective function: initialPopulatioValues;




	
3

	
while stopping criterion is NOT satisfied do




	
4

	
  [nextPopulationIndividuals, nextPopulationValues] =

  stepGA(initialPopulationIndividuals, initialPopulationValues,…

   optionsOfGA, objectiveFunction);




	
5

	




	
6

	
  [initialPopulationIndividuals, initialPopulatioValues] =…




	
7

	
   symmetrization(nextPopulationIndividuals,…

   nextPopulationValues, objectiveFunction);




	
8

	




	
9

	
end









Let us assume that after the genetic step we obtained population   P   of   K =    [  − a , a  ]   D    cube points.


   P  =  (   P 1  ,    P 2  ,   … ,    P N   )   



(2)






  N = 100 D  



(3)







Let the population   P   be ordered, i.e.,


  f  (   P 1   )  ≤ f  (   P 2   )  ≤ … ≤   f  (   P N   )   



(4)







  f : K → ℝ   function that undergoes minimization, and   L =  P 1    is the leader of the population   P  .



Definition 4 (population collapse index). 

Let


   I =  {  i = 2 ,   3 ,   … ,   N : f  (   P i   )  − f  ( L )  > ϵ  }    



(5)




   c o l  ( P )    —the collapse index for the population  P  is a number defined for each population  P  as follows


   col  (  P  )  =  {      min I ,     I ≠ ∅       N ,     I = ∅         



(6)









We will call a population the collapsed one when   col  (  P  )  > 20 D   (  20 D = 20  %    of the population size). It has been experimentally found that further  f  symmetrization does not improve the optimization efficiency for the collapsed population. Therefore, if the population collapses, the symmetrization operation is no longer applied and   P   in an unchanged form is being transferred to the next genetic step.



Let   k = col  (  P  )  ≤ 20 D  ,   l = 15 D   (  15 D = 15 %   of the population size) and   i = 1 ,   2 ,   … ,   l  


   Q i  =  P  k + i − 1   ,    R i  =  P  N − l + i    



(7)







Accordingly, the population   P   takes the form


   P  =  (   P 1  ,   … ,    P  k − 1   ,    Q 1  , … ,    Q l  ,    P  k + l   , … ,    P  N − l   ,    R 1  , … ,    R l   )   



(8)







As a result of the procedure described later, the operation of symmetrization of the population   P   determines certain points     Q ˜  1  ,   … ,     Q ˜  l  ∈ K  , and transforms population to the form:


  S  (  P  )  =  (   P 1  ,   … ,    P  k − 1   ,    Q 1  , … ,    Q l  ,    P  k + l   ,    P  N − l   ,     Q ˜  1  ,   … ,     Q ˜  l   )   



(9)







This population is then passed on to the following genetic step. It is necessary to describe the method of determining the points     Q ˜  1  ,   … ,     Q ˜  l   . For this purpose, the  τ  function has been defined as:


  τ  ( u )  =  {      u ,      | u |  ≤ a       a ⋅ s g n  ( u )  ,      | u |  > a        



(10)







For   x =  (   x 1  ,   … ,    x D   )  ∈  ℝ D   


  π  ( x )  =  (  τ  (   x 1   )  , … ,   τ  (   x D   )   )   



(11)







The  π  mapping is then a projection of the    ℝ D    space onto the cube of  K .



Definition 5 (symmetry at the cube). 

For any point  x ∈ K  and a fixed point  y ∈ K  , the symmetry in the cube  K with respect to the point y is defined as a mapping   s y  : K → K  defined by the formula






    s y   ( x )  = π  (  y +   x y  →   )    



(12)





Note that when  y  is the internal point of the set  K , then for points  x  close enough to  y , the transformation    s y    is simply a central symmetry with respect to the point  y .



Let    L 0  = L   from now on. For   i = 1 , … ,   l   points     Q ˜  i    were determined as follows


   {        Q ˜  i  =  s   L  i − 1      (   Q i   )         L i  =  {       L  i − 1     ,     i f     f  (    Q ˜  i   )  > f  (   L  i − 1    )          Q ˜  i  ,     i f     f  (    Q ˜  i   )  ≤ f  (   L  i − 1    )               



(13)







The symmetrization procedure pseudocode has the following form (Algorithm 5):



	
Algorithm 5 Symmetrization operator




	
1

	
[nextPopulationIndividuals, nextPopulationValues] =…

  Symmetrization (initialPopulationIndividuals,…

  initialPopulatioValues, objectiveFunction)




	
2

	




	
3

	
  determine the current leader …

   from the population initialPopulationIndividuals;




	
4

	
  select points for symmetrization; //    Q 1   ,…,   Q l   




	
5

	
  for each of the selected points




	
6

	
   within the cube find the image of the point…

    in symmetry with respect to the current leader…

    as defined in (13);




	
7

	
   if the obtained image is better than the current leader




	
8

	
    update the current leader




	
9

	
   else




	
11

	
    leave the leader unchanged




	
12

	
   end




	
13

	
  put the found images in the current population in place…

   of the worst individuals;




	
14

	
  //    Q 1  , … ,  Q l    ->    R 1  , … ,  R l   ;   S  ( P )   -> nextPopulationIndividuals




	
15

	
end









The individual phases of the symmetrization operator on an exemplary two-dimensional population consisting of 10 points are presented in Figure 1.



In essence, the symmetrization operation consists of subjecting to the symmetry   15 %   of the “best” points of the population, significantly different in terms of the value of the objective function from the population leader. The images of these points replace the   15 %   “worst” points of the population. Note that the   S  (  P  )    population is generally not monotonically ordered with respect to the value of the objective function. The value of   15 %   was selected based on numerical experiments as approximately optimal.



Two variants of the genetic algorithm with the symmetrization operation were considered, depending on the crossover operator used (similarly to the reference algorithm):




	
GASO—with the default crossover operator (cube crossover);



	
GASOSC—with segment crossover.








As an example the function No. 10 from the BBOB benchmark [42] was used. This is an ellipsoidal function described by the formula:


    f  10    (  x  )  =    ∑  i = 1  D     10   6   i − 1   D − 1      z i 2  +  f  opt    



(14)







Its characteristic feature is elongated ellipsoidal contour lines. The 3D plot and the level plot are shown in Figure 2.



The population points over the first few generations, for the reference algorithm with segment crossover (GASC) and for the corresponding algorithm with the symmetrization operator (GASOSC), for the function No. 10 are presented in Figure 3.



It can be noticed in Figure 3b that symmetrization concentrates the population along the lowest contours of the objective function. Moreover, as it is clearly visible for generations 4 and 6, the population in the symmetrization algorithm is more evenly distributed around the leader. This enables a more effective search of the “vicinity” of the best contour lines using the segment crossover operator. Thus, the symmetrization operator in the proposed GASOSC algorithm has the features of a local search algorithm, but its main feature is the cooperation with the main (genetic) algorithm for the effective operation of the crossover operator.



Let us try to justify a bit more formally the meaning of the symmetrization operator in the discussed algorithm. Let us assume that the function  f  is convex on some convex surroundings of the point where the function f reaches a local (global) minimum. Let  A ,  B  be parental points that belong to that environment. For a child point   C = α A +  (  1 − α  )  B  , where   α ∈    〈  0 ;   1  〉   , the inequality holds:


  f  ( C )  ≤ α f  ( A )  +  (  1 − α  )  f  ( B )   



(15)







It follows that   f    ( C )    ≤ f    ( A )    or   f    ( C )    ≤ f    ( B )   , i.e., the child point obtained as a result of segment crossover, is better than at least one of the parents. In the final phase of the program course (exploitation), the best points in the population are generally the points closest to the leader. Applying the symmetrization operator to these points (at the expense of the “worst” points) concentrates the population around the leader. This gives a more precise minimization of the objective function as a result of using the crossover operator after symmetrization. During the initial generations, symmetrization of points remote from the leader located in different attraction pools than the leader supports a global search, along with the crossing operation.





3. Experiments


3.1. Method of Testing the Effectiveness of Optimization Algorithms


The efficiency of the considered algorithms was tested and compared using the benchmarking technique. For this purpose, the BBOB (black box optimization benchmark) was used, which was created and used by the international research community as part of the genetic and evolutionary computation conference (GECCO). The BBOB includes [42]:




	
A set of 24 test functions divided into 5 classes according to their properties



	
Data collection procedures during the optimization process



	
Post-processing procedures that create comparative tables and charts on the basis of collected data



	
Procedure for generating a document template containing generated tables and charts








BBOB is used as a competition resolution tool between conference participants who present their optimization algorithms.



Each of the 24 test functions is parameterized. After providing the parameters, we get the so-called instance of a given function, as part of the performed test procedure   D = 2 ,   3 ,   5  . The algorithm is restarted when the algorithm stop condition is met, but the assumed minimum global approximation accuracy has not been achieved. The process repeats until reaching   D ⋅   10  7    objective function calculations.



As a tool for comparing the effectiveness of algorithms, the empirical cumulative distribution functions of the running time of the considered algorithms obtained in post-processing were used. The probability of optimization of the examined functions (with the  ϵ  error less than     10   − 8    ) can be read, depending on the logarithm of the number of calculations of the objective function divided by the dimension of the search space  D .




3.2. Numerical Test Results


Figure 4 shows the graphs of the empirical cumulative distribution functions of the measured running time for the discussed four algorithms, averaged over the entire set of 24 BBOB benchmark test functions [42], successively for the dimensions   D = 2 ,   3 ,   5  . The detailed statistical data concerning performed numerical experiments are given in Appendix A (Table A1).



Detailed analysis of cumulative distribution charts for the dimension   D = 5   was performed in Figure 4.




	
Having a computing budget, e.g.,   5 ×   10  5    calculations of the objective function, the GA algorithm solves approx. A total of   58 %   of problems (finds the global minimum for   58 %   of test functions with the assumed accuracy   ϵ =   10   − 8    ). With the same computing budget, the GASO algorithm solves   90 %   of problems. So we can conclude that with the above-mentioned calculation budget, GASO is   32   percentage points more effective than GA. Illustration on the chart: green dashed lines.



	
Solving   60 %   of the problems needs   5 ×   10   3.7     calculations of the objective function for GASO while using GA it requires   5 ×   10   5.3     function calculations. GASO requires almost 40 times less computations of the objective function than the reference GA to solve 60% of the optimization problems considered. GASO is therefore 40 times faster than GA in solving 60% of problems. Illustration on the chart: blue dotted lines.








Thus, the graphs show a qualitatively greater efficiency of the algorithm with the symmetrization operation in relation to the standard genetic algorithm. Due to the logarithmic scale in the graphs, a more accurate measurement of the difference in “optimization time” by GASO and GA seems pointless. The same phenomenon occurs in higher dimensions (  D = 10 ,   20 ,   40  ).



Additionally, a synthetic measure of the effectiveness    m e    of the analyzed algorithm  A  was introduced as the arithmetic mean of the values of the four cumulative values at the indicated points. In low dimensions (  D = 2 ,   3  ), most of the tested functions are optimized by algorithms with the symmetrization operation in the interval    〈  3 ;   6  〉    (interval on the axis with a logarithmic scale), while in higher dimensions, the number of calculations of the objective function value increases significantly (most of the tested functions are optimized in the interval    〈  4 ;   7  〉   ). Therefore, we adopt the following definition of the algorithm efficiency measure:


      m e   (  A )  =        F ( 3 ) + F ( 4 ) + F ( 5 ) + F ( 6 )  4  · 100 % ,     D = 2 , 3         F ( 4 ) + F ( 5 ) + F ( 6 ) + F ( 7 )  4  · 100 % ,     D ≥ 5          



(16)







The method of calculating the efficiency measure so defined is illustrated in Figure 5.



The calculated measures of effectiveness for the considered algorithms for all test functions can be found in Figure 6.



The usefulness of the symmetrization operator is especially evident for the function class f10–f14 (functions with high conditioning and unimodal). These are unimodal functions whose levels (in   D = 2  ) are approximately very elongated ellipses. Figure 7 shows the measures of efficiency in this class of functions.



Additionally, it is worth noting that the GASOSC algorithm (genetic algorithm with symmetrization and segment crossover) is much more effective than GASO (genetic algorithm with symmetrization and cube crossover). Such a clear advantage of one algorithm over the other occurs only in the discussed class of functions. It also seems that symmetrization improves the exploration of the search space when the objective function has many local minima located near the global minimum (such functions in the benchmark below are the functions f3, 4, 15–19, 24 [43]).



It should be emphasized that the main contribution of this article is the symmetrization operator presented. The GASO and GASOSC algorithms mentioned in the publication constitute only a test context for examining the effectiveness of the proposed operator—therefore, they are compared only with a simple GA. The authors are working on populational metaheuristics based on the GA backbone (let’s call it Algorithm X), where one of the components is the symmetrization operator proposed in the paper. Figure 8 shows the preliminary results of the efficiency of Algorithm X with regard to the GASO and GASOSC mentioned in the work and to best2009. The best2009 algorithm won the competition at the GECCO conference in 2009 and is still a reference system for comparing optimization algorithms within the COCO (comparing continuous optimizers) platform and the related BBOB benchmark. As we can see, the working Algorithm X with a significant computing budget slightly exceeds the best2009 algorithm. GASOSC does not beat best2009, but it turns out to be almost that effective with a large amount of computation.





4. Conclusions


Poor exploitation seems to be a significant disadvantage of the classical genetic algorithm. Even if the population points are in the appropriate local extremum attraction pool, one has to wait many generations before the target subset of the search space is reached, where the minimization is carried out with an assumed error (here a very small one:   ϵ =   10   − 8    ). The article presents the genetic algorithm with the symmetrization operator (GASO), which is a memetic modification of the classical GA, based on the idea of cyclic symmetrization of the population around the current leader. The weakest points in the search space belonging to the current population are replaced by images of some good points at central symmetry relative to the current leader. In this way, the current leader is surrounded “on all sides” with parental points, which influences the effectiveness of the crossover operators specific for optimization with constraints, in particular. The efficiency of this algorithm was tested on a set of 24 continuous functions on a multidimensional cube [43] using the recognized BBOB benchmark [42]. The advantage of the genetic algorithm with the symmetrization operator over the standard genetic algorithm turned out to be particularly visible in the class of test functions referred to in the benchmark as functions with high conditioning and unimodal [42]. These are functions whose 2D contours are very elongated ellipses. The symmetrization operator accelerates the process of grouping the population along the narrow ridge of this type of function plot. The crossover efficiency translates into the efficiency of the entire GASO algorithm. Some other tests point out that, in the case of multimodal functions, whose local minima are close to each other, the algorithm with the symmetrization operation also improves the exploration of the search space, which will be a subject of further research.
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Table A1. Expected running time (ERT in number of function evaluations) on functions f1, f2, …, f24 in dimension 5 divided by the best ERT measured during BBOB-2009. The ERT and in braces, as dispersion measure, the half difference between 90 and 10% tile of bootstrapped run lengths appear in the second row of each cell, the best ERT in the first. The different target ∆f values are shown in the top row. #succ is the number of trials that reached the (final) target    f  o p t   +   10   − 8    . The median number of conducted function evaluations is additionally given in italics, if the target in the last column was never reached. Bold entries are more statistically significantly (according to the rank-sum test) compared to the best algorithm in BBOB-2009, with   p = 0.05   or   p =   10   − k     when the number   k > 1   is following the ↓ symbol, with Bonferroni correction by the number of functions.






Table A1. Expected running time (ERT in number of function evaluations) on functions f1, f2, …, f24 in dimension 5 divided by the best ERT measured during BBOB-2009. The ERT and in braces, as dispersion measure, the half difference between 90 and 10% tile of bootstrapped run lengths appear in the second row of each cell, the best ERT in the first. The different target ∆f values are shown in the top row. #succ is the number of trials that reached the (final) target    f  o p t   +   10   − 8    . The median number of conducted function evaluations is additionally given in italics, if the target in the last column was never reached. Bold entries are more statistically significantly (according to the rank-sum test) compared to the best algorithm in BBOB-2009, with   p = 0.05   or   p =   10   − k     when the number   k > 1   is following the ↓ symbol, with Bonferroni correction by the number of functions.
















	∆fopt
	1 × 101
	1 × 100
	1 × 10−1
	1 × 10−2
	1 × 10−3
	1 × 10−5
	1 × 10−7
	#Succ





	f1
	11
	12
	12
	12
	12
	12
	12
	15/15



	GA
	6.5 (20)
	83 (39)
	184 (48)
	321 (83)
	465 (130)
	872 (335)
	2132 (1127)
	15/15



	GASC
	12 (14)
	89 (47)
	225 (120)
	427 (185)
	742 (371)
	1494 (624)
	1.1 × 104 (6256)
	15/15



	GASO
	7.1 (5)
	82 (19)
	182 (27)
	274 (24)
	376 (29)
	561 (32)
	756 (40)
	15/15



	GASOSC
	11 (18)
	99 (33)
	177 (54)
	253 (66)
	347 (51)
	527 (71)
	719 (51)
	15/15



	f2
	83
	87
	88
	89
	90
	92
	94
	15/15



	GA
	68 (21)
	98 (25)
	128 (31)
	158 (38)
	196 (60)
	302 (58)
	1258 (176)
	15/15



	GASC
	93 (27)
	139 (48)
	185 (96)
	237 (90)
	289 (84)
	445 (277)
	6240 (2 × 104)
	15/15



	GASO
	44 (4)
	55 (6)
	68 (6)
	81 (8)
	92 (4)
	117 (7)
	137 (5)
	15/15



	GASOSC
	44 (12)
	56 (8)
	70 (4)
	79 (9)
	92 (6)
	116 (9)
	135 (8)
	15/15



	f3
	716
	1622
	1637
	1642
	1646
	1650
	1654
	15/15



	GA
	4.2 (0.9)
	8.9 (4)
	11 (5)
	13 (5)
	16 (4)
	23 (7)
	96 (162)
	15/15



	GASC
	4.2 (0.9)
	11 (5)
	14 (7)
	17 (4)
	20 (7)
	30 (6)
	535 (977)
	14/15



	GASO
	4.7 (2)
	6.6 (3)
	8.5 (2)
	9.0 (5)
	9.5 (3)
	11 (2)
	12 (3)
	15/15



	GASOSC
	4.7 (2)
	8.0 (2)
	9.4 (4)
	10 (4)
	11 (3)
	13 (3)
	15 (5)
	15/15



	f4
	809
	1633
	1688
	1758
	1817
	1886
	1903
	15/15



	GA
	5.7 (1)
	9 (5)
	24 (7)
	25 (8)
	27 (10)
	35 (7)
	2555 (3222)
	9/15



	GASC
	6.5 (2)
	19 (4)
	27 (17)
	29 (4)
	31 (7)
	38 (11)
	1571 (1730)
	11/15



	GASO
	5.1 (2)
	13 (4)
	25 (16)
	25 (17)
	24 (22)
	25 (14)
	25 (17)
	15/15



	GASOSC
	5.2 (0.9)
	19 (5)
	29 (9)
	29 (10)
	29 (12)
	29 (16)
	30 (14)
	15/15



	f5
	10
	10
	10
	10
	10
	10
	10
	15/15



	GA
	401 (89)
	2212 (826)
	1.9 × 104 (3 × 104)
	1.0 × 106 (5 × 105)
	7.2 × 106 (9 × 106)
	
	
	0/15



	GASC
	400 (178)
	1531 (601)
	2566 (475)
	4370 (812)
	7246 (4763)
	2.4 × 105 (4 × 105)
	3.3 × 106 (5 × 106)
	2/15



	GASO
	106 (4)
	125 (30)
	125 (58)
	125 (31)
	125 (31)
	125 (59)
	125 (58)
	15/15



	GASOSC
	112 (27)
	132 (28)
	132 (42)
	132 (57)
	132 (28)
	132 (28)
	132 (57)
	15/15



	f6
	114
	214
	281
	404
	580
	1038
	1332
	15/15



	GA
	13 (5)
	31 (12)
	68 (32)
	99 (53)
	109 (14)
	2600 (1752)
	5.3 × 104 (6 × 104)
	1/15



	GASC
	14 (4)
	36 (15)
	80 (27)
	114 (56)
	127 (53)
	1603 (1401)
	2.5 × 104 (4 × 104)
	2/15



	GASO
	13 (6)
	19 (4)
	25 (5)
	26 (4)
	24 (3)
	19 (2)
	20 (1)
	15/15



	GASOSC
	12 (3)
	18 (4)
	35 (41)
	43 (10)
	43 (43)
	54 (41)
	155 (203)
	15/15



	f7
	24
	324
	1171
	1451
	1572
	1572
	1597
	15/15



	GA
	28 (11)
	7.7 (2)
	12 (18)
	15 (16)
	17 (15)
	17 (26)
	18 (8)
	15/15



	GASC
	23 (16)
	5.6 (3)
	14 (11)
	38 (45)
	44 (66)
	44 (41)
	44 (34)
	15/15



	GASO
	26 (18)
	5.8 (2)
	3.0 (0.4)
	3.5 (0.5)
	3.5 (0.5)
	3.5 (0.5)
	3.9 (0.7)
	15/15



	GASOSC
	29 (10)
	5.7 (1)
	2.8 (1)
	3.3 (0.4)
	3.2 (0.5)
	3.2 (1.0)
	3.5 (0.7)
	15/15



	f8
	73
	273
	336
	372
	391
	410
	422
	15/15



	GA
	32 (12)
	117 (92)
	554 (164)
	1.1 × 104 (1 × 104)
	5.7 × 104 (4 × 104)
	∞
	∞5.0 × 106
	0/15



	GASC
	30 (4)
	86 (41)
	392 (175)
	6584 (6838)
	2.0 × 104 (2 × 104)
	∞
	∞5.0 × 106
	0/15



	GASO
	30 (6)
	35 (3)
	39 (23)
	44 (38)
	50 (35)
	63 (7)
	73 (30)
	15/15



	GASOSC
	26 (4)
	23 (15)
	27 (13)
	30 (18)
	32 (6)
	37 (13)
	41 (16)
	15/15



	f9
	35
	127
	214
	263
	300
	335
	369
	15/15



	GA
	67 (8)
	959 (2533)
	1.1 × 105 (8 × 104)
	∞
	∞
	∞
	∞5.0 × 106
	0/15



	GASC
	58 (10)
	503 (550)
	2.2 × 104 (3 × 104)
	1.4 × 105 (65855)
	2.5 × 105 (5 × 105)
	∞
	∞5.0 × 106
	0/15



	GASO
	55 (22)
	48 (10)
	49 (14)
	49 (14)
	56 (15)
	70 (14)
	83 (20)
	15/15



	GASOSC
	54 (11)
	55 (62)
	48 (44)
	46 (37)
	45 (17)
	47 (14)
	49 (23)
	15/15



	f10
	349
	500
	574
	607
	626
	829
	880
	15/15



	GA
	1478 (747)
	5129 (5387)
	58957 (59058)
	1.2 × 105 (1 × 105)
	∞
	∞
	∞5.0 × 106
	0/15



	GASC
	2278 (1784)
	4693 (573)
	61284 (84901)
	1.2 × 105 (1 × 105)
	∞
	∞
	∞5.0 × 106
	0/15



	GASO
	31 (20)
	37 (16)
	53 (25)
	64 (19)
	80 (21)
	119 (106)
	1700 (3161)
	14/15



	GASOSC
	13 (2)
	12 (3
	13 (2)
	14 (1)
	15 (20
	14 (2)
	16 (2)
	15/15



	f11
	143
	202
	763
	977
	1177
	1467
	1673
	15/15



	GA
	494 (1263)
	5235 (16,771)
	7703 (11,197)
	21,366 (24,263)
	∞
	∞
	∞5.0 × 106
	0/15



	GASC
	88 (232)
	1617 (4927)
	1597 (738)
	2490 (2527)
	10,664 (11340)
	∞
	∞5.0 × 106
	0/15



	GASO
	27 (20)
	45 (16)
	20 (8)
	21 (6)
	22 (6)
	27 (7)
	108 (222)
	14/15



	GASOSC
	14 (5)
	18 (2)
	6.4 (1)
	6.3 (1)
	6.2 (1)
	6.4 (0.5)
	6.9 (0.6)
	15/15



	f12
	108
	268
	371
	413
	461
	1303
	1494
	15/15



	GA
	84 (18)
	1088 (1044)
	2476 (4365)
	3819 (2294)
	9005 (9476)
	5.5 × 104 (7 × 104)
	∞5.0 × 106
	0/15



	GASC
	482 (851)
	1396 (317)
	2538 (2599)
	4290 (2636)
	9784 (1 × 104)
	∞
	∞5.0 × 106
	0/15



	GASO
	151 (69)
	131 (41)
	159 (91)
	177 (203)
	208 (174)
	213 (401)
	3375 (2673)
	8/15



	GASOSC
	69 (3)
	57 (49)
	61 (67)
	67 (53)
	69 (46)
	31 (13)
	36 (23)
	15/15



	f13
	132
	195
	250
	319
	1310
	1752
	2255
	15/15



	GA
	171 (512)
	2378 (429)
	7002 (6945)
	8492 (2 × 104)
	3577 (4272)
	2.0 × 104 (2 × 104)
	∞5.0 × 106
	0/15



	GASC
	58 (90)
	2260 (530)
	3585 (7272)
	6755 (8523)
	4206 (3977)
	2.0 × 104 (1 × 104)
	∞5.0 × 106
	0/15



	GASO
	30 (6)
	41 (8)
	54 (8)
	111 (84)
	61 (92)
	394 (454)
	4024 (4054)
	6/15



	GASOSC
	24 (6)
	26 (2)
	29 (2)
	31 (2)
	9.2 (2)
	9.3 (2)
	9.1 (0.9)
	145/15



	f14
	10
	41
	58
	90
	139
	251
	476
	15/15



	GA
	1.7 (1)
	24 (3)
	43 (10)
	49 (15)
	74 (65)
	6913 (14125)
	∞5.0 × 106
	0/15



	GASC
	1.4 (5)
	21 (8
	41 (8)
	52 (11)
	100 (61)
	12530 (17044)
	∞5.0 × 106
	0/15



	GASO
	1.7 (5)
	19 (5)
	38 (3)
	40 (4)
	42 (5)
	62 (12)
	1084 (1057)
	2/15



	GASOSC
	1.5 (2)
	17 (13)
	35 (10)
	39 (7)
	35 (5)
	33 (3)
	24 (1)
	15/15



	f15
	5
	9310
	19,369
	19,743
	20,073
	20,769
	21,359
	14/15



	GA
	7.5 (2)
	26 (77)
	78 (86)
	77 (21)
	76 (82)
	105 (128)
	1672 (2443)
	2/15



	GASC
	6.1 (0.9)
	37 (63)
	125 (156)
	123 (131)
	122 (51)
	167 (320)
	1600 (1405)
	2/15



	GASO
	8.0 (2)
	9.1 (10)
	14 (16)
	14 (16)
	14 (15)
	13 (16)
	13 (8)
	15/15



	GASOSC
	6.1 (3)
	14 (24)
	57 (55)
	56 (47)
	55 (36)
	53 (34)
	52 (34)
	15/15



	f16
	120
	612
	2663
	10,163
	10,449
	11,644
	12,095
	15/15



	GA
	3.0 (3)
	22 (4)
	19 (17)
	14 (20)
	109 (157)
	1042 (1505)
	1285 (232)
	2/15



	GASC
	3.1 (2)
	15 (30)
	35 (51)
	28 (27)
	110 (161)
	851 (1503)
	∞5.0 × 106
	0/15



	GASO
	2.8 (2)
	8.7 (2)
	8.9 (7)
	3.4 (6)
	3.8 (5)
	4.3 (5)
	4.4 (3)
	15/15



	GASOSC
	3.2 (3)
	16 (15)
	12 (8)
	4.8 (6)
	6.4 (6)
	10 (19)
	10 (18)
	15/15



	f17
	5.2
	215
	899
	2861
	3669
	6351
	7934
	15/15



	GA
	3.7 (2)
	7.9 (3)
	7.1 (3)
	31 (38)
	109 (161)
	1164 (1396)
	∞5.0 × 106
	0/15



	GASC
	3.2 (3)
	8.2 (5)
	47 (23)
	61 (54)
	261 (362)
	∞
	∞5.0 × 106
	0/15



	GASO
	2.5 (5)
	7.6 (2)
	5.3 (0.9)
	2.6 (0.1)
	3.0 (0.3)
	3.3 (0.3)
	4.8 (1)
	15/15



	GASOSC
	3.3 (3)
	7.4 (2)
	4.7 (1)
	3.7 (4)
	10 (11)
	19 (23)
	94 (107)
	15/15



	f18
	103
	378
	3968
	8451
	9280
	10,905
	12,469
	15/15



	GA
	6.4 (3)
	10 (3)
	16 (22)
	74 (46)
	353 (730)
	3323 (3210)
	∞5.0 × 106
	0/15



	GASC
	6.6 (3)
	12 (2)
	25 (9)
	291 (524)
	3882 (6186)
	∞
	∞5.0 × 106
	0/15



	GASO
	7.3 (6)
	9.3 (1)
	3.5 (1)
	5.2 (6)
	10 (13)
	30 (52)
	92 (190)
	12/15



	GASOSC
	6.3 (3)
	8.3 (2)
	3.2 (0.4)
	5.9 (5)
	18 (17)
	100 (135)
	172 (145)
	12/15



	f19
	1
	1
	242
	1.0 × 105
	1.2 × 105
	1.2 × 105
	1.2 × 105
	15/15



	GA
	55 (137)
	1995 (665)
	302 (618)
	148 (107)
	278 (507)
	588 (743)
	∞5.0 × 106
	0/15



	GASC
	46 (61)
	2572 (1246)
	427 (676)
	32 (21)
	205 (198)
	307 (433)
	613 (625)
	1/15



	GASO
	15 (9)
	2955 (1240)
	162 (165)
	15 (30)
	47 (66)
	46 (42)
	46 (59)
	9/15



	GASOSC
	17 (28)
	2853 (828)
	147 (184)
	23 (20)
	41 (61)
	41 (81)
	41 (58)
	9/15



	f20
	16
	851
	38,111
	51,362
	54,470
	54,861
	55,313
	14/15



	GA
	14 (18)
	8.5 (3)
	4.7 (7)
	3.6 (6)
	3.5 (8)
	4.9 (8)
	41 (63)
	7/15



	GASC
	22 (16)
	14 (23)
	17 (13)
	12 (7)
	12 (5)
	12 (9)
	78 (151)
	4/15



	GASO
	26 (13)
	7.5 (6)
	3.8 (4)
	2.9 (1)
	2.7 (4)
	2.7 (1)
	2.8 (1)
	15/15



	GASOSC
	22 (17)
	15 (10)
	13 (19)
	10 (9)
	9.4 (3)
	9.4 (2)
	9.4 (15)
	15/15



	f21
	41
	1157
	1674
	1692
	170
	1729
	1757
	14/15



	GA
	4.2 (4)
	6.4 (7)
	6.5 (9)
	7.7 (10)
	9.4 (12)
	15 (15)
	46 (32)
	15/15



	GASC
	1.9 (2)
	17 (24)
	13 (22)
	14 (8)
	16 (19)
	26 (20)
	43 (23)
	15/15



	GASO
	3.0 (5)
	2.8 (6)
	4.3 (7)
	4.6 (7)
	4.9 (7)
	5.7 (7)
	6.4 (0.5)
	15/15



	GASOSC
	2.9 (3)
	2.8 (1.0)
	6.0 (7)
	6.3 (8)
	6.6 (7)
	7.1 (4)
	7.7 (8)
	15/15



	f22
	71
	386
	938
	980
	1008
	1040
	1068
	14/15



	GA
	5.1 (6)
	10 (21)
	10 (13)
	19 (14)
	35 (32)
	199 (220)
	1072 (373)
	11/15



	GASC
	5.2 (6)
	5.3 (11)
	9.3 (18)
	12 (9)
	19 (39)
	187 (347)
	1290 (1961)
	13/15



	GASO
	5.6 (4)
	4.6 (0.8)
	13 (13)
	13 (23)
	14 (23)
	15 (22)
	17 (2)
	15/15



	GASOSC
	4.2 (4)
	12 (31)
	7.5 (13)
	8.7 (12)
	9.2 (18)
	10 (9)
	11 (18)
	15/15



	f23
	3.0
	518
	14249
	27890
	31654
	33030
	34256
	15/15



	GA
	2.0 (2)
	14 (7)
	16 (17)
	203 (242)
	1103 (1406)
	∞
	∞5.0 × 106
	0/15



	GASC
	1.9 (1)
	11 (3)
	27 (43)
	192 (357)
	2296 (1027)
	∞
	∞5.0 × 106
	0/15



	GASO
	2.5 (3)
	10 (6)
	2.8 (2)
	1.7 (3)
	1.6 (2)
	1.8 (2)
	1.9 (2)
	15/15



	GASOSC
	1.9 (0.8)
	11 (4)
	7.9 (10)
	7.4 (9)
	6.8 (9)
	11 (13)
	13 (12)
	15/15



	f24
	1622
	2.2 × 105
	6.4 × 106
	9.6 × 106
	9.6 × 106
	1.3 × 107
	1.3 × 107
	3/15



	GA
	4.3 (2)
	25 (26)
	∞
	∞
	∞
	∞
	∞5.0 × 106
	0/15



	GASC
	3.4 (0.8)
	47 (30)
	∞
	∞
	∞
	∞
	∞5.0 × 106
	0/15



	GASO
	4.3 (2)
	23 (36)
	∞
	∞
	∞
	∞
	∞5.0 × 106
	0/15



	GASOSC
	2.9 (0.8)
	12 (8)
	∞
	∞
	∞
	∞
	∞5.0 × 106
	0/15
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Figure 1. Successive stages of the symmetrization operator on an example population consisting of 10 points. (a) In the population sorted by the value of the objective function, the leader was distinguished (  L =  P 1   ), points collapsed with the leader (   P 2   ), points selected for symmetrization (   Q 1  =  P 3  ,    Q 2  =  P 4   ), the remaining points are not a subject to any modifications (   P 5   ,    P 6   ,    P 7   ,    P 8   ), the “worst” points due to the values of the objective function (   R 1  =  P 9   ,    R 2  =  P  10    ). (b) For points    Q 1  ,    Q 2    their images were found     Q ˜  1  ,     Q ˜  2    using the described symmetrization operator; on     Q ˜  2    it was necessary to use the cube projection operator. (c) The “worst” points were removed from the population;    R 1   ,    R 2    were replaced with points resulting from the symmetrization operator     Q ˜  1  ,     Q ˜  2   . 
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Figure 2. The ellipsoidal function, function no. 10 from the benchmark. 2D plots: surface (a) and level (b). Black arrow indicates the optimal point of the function. 






Figure 2. The ellipsoidal function, function no. 10 from the benchmark. 2D plots: surface (a) and level (b). Black arrow indicates the optimal point of the function.



[image: Applsci 12 05426 g002]







[image: Applsci 12 05426 g003 550] 





Figure 3. The scattering of points (black dots) in the search space in several initial generations (in consecutive rows) for the reference algorithm with segment crossover—GASC (column (a)) and for the corresponding algorithm with the symmetrization operator—GASOSC (column (b)) on the example of function No. 10 from the set of test functions from BBOB benchmark in dimension 2. Color lines show the contours of the function. 
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Figure 4. Empirical cumulative distribution functions of the measured runtime (the number of calculations of the objective functions divided by dimension of search space) for four algorithms averaged for the entire set of 24 test functions of the BBOB benchmark successively for dimensions 2 (a), 3 (b) and 5 (c). The considered algorithms are: GA—reference generic algorithm with standard crossover, GASC—reference genetic algorithm with segment crossover, GASO—genetic algorithm with symmetrization operator and standard crossover, GASOSC—genetic algorithm with symmetrization operator and segment crossover. 
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Figure 5. The method of converting the values read from the graph of the empirical cumulative distribution function of operating time measured with the number of objective function calculations for the GASOSC algorithm, averaged for the entire set of 24 test functions of the BBOB benchmark for dimension 5 into a synthetic measure of the algorithm effectiveness me according to the given formula. The considered algorithm is GASOSC—a genetic algorithm with a symmetrization operator and segment crossover. 
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Figure 6. Synthetic measures of effectiveness for the four considered algorithms for dimensions 2 (a), 3 (b) and 5 (c) for the entire set of 24 test functions of the BBOB benchmark calculated as presented in Figure 5. The considered algorithms are: GA—reference generic algorithm with standard crossover, GASC—reference genetic algorithm with segment crossover, GASO—genetic algorithm with symmetrization operator and standard crossover, GASOSC—genetic algorithm with symmetrization operator and segment crossover. 
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Figure 7. Synthetic measures of effectiveness for the four considered algorithms for dimensions 2 (a), 3 (b) and 5 (c) for the five from 24 test functions defined as functions with high conditioning and unimodal of the BBOB benchmark calculated as presented in Figure 5. The considered algorithms are: GASt—reference generic algorithm with standard crossover, GASC—reference genetic algorithm with segment crossover, GASO—genetic algorithm with symmetrization operator and standard crossover, GASOSC—genetic algorithm with symmetrization operator and segment crossover. 
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Figure 8. Empirical cumulative distribution functions of the measured runtime (the number of calculations of the objective functions divided by dimension of search space) for four algorithms aver-aged for the entire set of 24 test functions of the BBOB benchmark for dimensions 5. The considered algorithms are: GASC—reference genetic algorithm with segment crossover, GASOSC—genetic algorithm with symmetrization operator and segment crossover, best2009—the reference algorithm on the COCO platform of which BBOB is a part (winner of the 2009 GECCO competition)—still in use. 
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