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#### Abstract

To address the lack of fast and high-precision in situ measurement of large-sized pipes in current industrial applications, a pipe-diameter-measurement method based on stereo vision is designed in this paper. By using multiple sets of binocular cameras to perform 3D reconstruction and integration of multiple laser markers projected on measured cross sections of pipes, the pipe diameter can be estimated. In this method, a measurement algorithm is adopted to enable automatic matching of feature points through affine distance transformation, and an optimized point-cloud-registration algorithm with normal-vector constraints is used to ensure measurement robustness. To verify the feasibility of the method, an experimental system was built under laboratory conditions, and three types of pipes with outer diameters from 285 mm to 325 mm were measured. The experimental results show that the relative error is within $\pm 0.570 \%$ and the maximum repeatability standard deviation is 0.551 mm . The experimental results basically meet industrial standards, and the proposed method therefore has good application prospects.
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## 1. Introduction

Large-sized pipes are widely used in construction, chemical, oil and gas, aerospace, and other sectors [1-3]. With the improvement of productivity, both users and manufacturers have put forward higher requirements for the quality of pipe products. In situ detection of pipe parameters can provide feedback on production status for earlier production stages, thus helping manufacturers to reduce production costs and improve production qualification rates. The diameter and perimeter of pipes are important pipeline quality parameters and play a key role in ensuring progress and quality of pipeline construction. In the case of out-of-spec pipe diameter, a large residual stress generates during pipe welding, resulting in decline of the mechanical properties of welds and compromised safety of pipelines [4]. However, most production lines nowadays still use Pi tape measure for manual pipe measurement and lack an efficient on-site monitoring system. Therefore, in the production process of large-sized pipes, real-time precise measurement and control of their size parameters has become an urgent task. At present, non-contact measurement has become a hot topic in the research field of pipeline-dimension-parameter measurement due to reasons such as avoidance of damage to measured objects and convenient operation.

In the field of laser scanning and ranging, Mekid et al. [5] proposed an ingenious method to realize roundness measurement by analyzing the relationship between displacement and scattered-light intensity. However, it did not adequately address problems such as insufficient measurement range and complicated maintenance. Schöch et al. [6] proposed a 3D coordinate-measuring system composed of two main subsystems: a 2 D laser-triangulation system capable of scanning a complete cross section of a part and a
moving platform that moves the part in the measurement plane. For a larger measurement range with fewer sensors, some researchers tend to use a fixed laser rangefinder to measure roundness, straightness, or concentricity of rotating pipes [7-10] or a rotary laser rangefinder to measure fixed pipes [11,12].

Although a laser rangefinder has high precision, it is expensive and complicated in maintenance. Such shortcomings can be overcome with the most advanced vision technology. Scholars have proposed various solutions based on monocular vision for quickly measuring straightness or roundness of rotationally symmetrical workpieces. In these solutions, cameras are first used to acquire continuous images of a rotating workpiece. Next, image processing and modeling analysis are performed on the acquired images. Finally, a measurement is obtained [13,14]. Based on a 3D model constructed from boundary curves or beelines of forgings captured in two images, Zatočilová [15] and Zhou [16] presented a similar measurement system with two high-resolution single-lens reflex cameras to compute the straightness of rotationally symmetric forgings. However, due to the weak surface texture of pipes, it is often hard to achieve the desired feature point matching. Some scholars have therefore applied the structured-light technique to pipe measurement [17-19]. Based on the homographic relationship between a projector and a camera used for measurement, the specific images projected on the surface of an entire pipe can be converted into three-dimensional spatial information. To obtain a larger measurement range, researchers have devised new schemes, such as mounting the line-structured light with a CCD (charge coupled device) on a servo motor and allowing movement and measurement along the axis of the pipe $[20,21]$, using an omni-directional laser and an omni-directional camera for measurement [22] and merging the pipe profile information obtained with multiple groups of structured lights [23-25]. There are also some schemes that combine laser markers with stereo vision. For example, Jia [26] used intersections of laser stripes as feature points and extracted laser stripes using stereo vision. By contrast, more researchers tend to reconstruct laser stripes in a direct way $[27,28]$ and derive the outer diameters of pipes directly from the length of laser stripes, which has much room for improvement in measurement accuracy.

In this paper, a large-sized-pipe-diameter-measurement method is designed based on stereo vision. In this method, multiple sets of binocular cameras are used to perform 3D reconstruction and point-cloud registration on laser markers projected on the cross section of a pipe under test so as to achieve rapid on-site measurement of pipe diameter. The following research is completed in this paper: a feature-point-matching algorithm is designed with the aid of affine distance transformation to realize exact matching of feature points; singular value decomposition (SVD) is used to solve the rigid-body transformation; normal-vector constraints are then added; and the Gauss-Newton method is adopted to improve the robustness and accuracy of the measurement algorithm. An experimental system is built to verify the proposed method under laboratory conditions.

## 2. Materials and Methods

### 2.1. Principle of Measurement and Algorithm

The schematic diagram of the proposed large-sized-pipe-diameter-parametermeasurement system is shown in Figure 1, which includes a digital image acquisition unit composed of three sets of binocular cameras, a marker projection unit composed of multiple lasers, a computer responsible for data processing, and a bracket for equipment installation.

The bracket spans the pipe under test and is kept as perpendicular to the central axis of the pipe as possible. Multiple lasers fixed on the bracket project a circle of laser markers on the surface of the pipe from different angles as the feature points of the cross section. At the same time, multiple sets of binocular cameras capture images of the pipe from different positions and communicate with the computer in real time through USB cables. After the feature points are extracted, a specific matching algorithm is used to achieve feature point matching and 3D reconstruction, and multiple sets of
point clouds are obtained. Next, based on the implicit relationship between each group of point clouds, the corresponding matching points are matched and the rigid-body transformation is calculated to realize point-cloud registration. Finally, the spatial-circlefitting algorithm is used for the registered point clouds to estimate the diameter of the measured pipe cross section.


Figure 1. Schematic diagram of the proposed measurement system.
The measurement algorithm flow is shown in Figure 2. Raw images captured by multiple sets of binocular cameras are used as input. After image preprocessing, 3D reconstruction, point-cloud registration, and parameter estimation, the pipe diameter is finally obtained as output.


Figure 2. Flow chart of measurement algorithm.
Image preprocessing includes steps such as camera calibration, image denoising and stereo correction. Its main function is to convert the raw images into clear images aligned horizontally with affine lines, which is the basis of the entire measurement algorithm.

In our study, feature points are extracted by identifying the center of the blob feature in the images with DoG (difference of Gaussian), and the corresponding algorithm flow is not further explained here. On the basis of image preprocessing, parameters, such as Gaussian standard deviation range, elliptical interval, and judgment threshold, can be set according to a priori knowledge so as to accurately and efficiently extract laser marks as feature points.

### 2.2. Three-Dimensional Reconstruction

The principle of binocular vision is similar to that of human eye imaging. It analyzes the imaging difference of the same object in the three-dimensional space in the left and right cameras of a camera set and reconstructs the three-dimensional geometric information of the object based on the principle of triangulation.

Figure 3 shows the process of 3D reconstruction of images captured with the binocular camera based on the principle of triangulation ranging. $\mathrm{O}_{l}$ and $\mathrm{O}_{r}$ are the optical centers of the left and right cameras, respectively, $f$ is the focal length of the cameras, and $B$ is the
center distance between the two cameras. For a point $P(x, y, z)$ in space, its projection points on the imaging plane of the left camera and that of the right camera are $P_{l}\left(x_{l}, y_{l}\right)$ and $P_{r}\left(x_{r}\right.$, $\left.y_{r}\right)$, respectively. From the similar relationship of the triangles, the distance $Z$ between the measured point $P$ and the camera baseline can be obtained as

$$
\begin{equation*}
Z=\frac{f B}{x_{l}-x_{r}} \tag{1}
\end{equation*}
$$



Figure 3. Principle of binocular vision.
In the left-camera coordinate system, three-dimensional restoration of the measured point $P$ is performed, and its coordinates $\left(x_{c}, y_{c}, z_{\mathcal{L}}\right)$ are expressed as

$$
\left\{\begin{array}{l}
x_{c}=\frac{B x_{l}}{x_{l}-x_{r}}  \tag{2}\\
y_{c}=\frac{B y_{l}}{x_{l}-x_{r}} \\
z_{c}=\frac{B f}{x_{l}-x_{r}}
\end{array}\right.
$$

For any point on the image plane of the left camera, as long as a matching point can be identified on the image plane of the right camera, the three-dimensional coordinates of the point are derivable through point-to-point operations. In the course of feature point matching, a matching relationship is identified between a pair of images.

In the measurement method proposed in this paper, the markers projected on the surface of a pipe under test are regarded as feature points for extraction and matching purpose. The low density of feature points naturally leads to low efficiency in traditional feature point extraction and matching algorithms. Therefore, a special feature point extraction and matching algorithm is designed in this paper to realize feature point extraction by screening blob features with DoG and to match feature points based on affine distance transformation.

As shown in Figure 4, $P O Q$ is a straight line segment in space, and its projected line segments in the left and right cameras $C_{L}$ and $C_{R}$ are $P_{L} O_{L} Q_{L}$ and $P_{R} O_{R} Q_{R}$, respectively. According to the properties of affine transformation, the position order of points on the same line and the length proportion remain unchanged, namely

$$
\begin{equation*}
\frac{\left\|P_{L}-O_{L}\right\|}{\left\|Q_{L}-O_{L}\right\|}=\frac{\left\|P_{R}-O_{R}\right\|}{\left\|Q_{R}-O_{R}\right\|} \tag{3}
\end{equation*}
$$

Figure 5 shows the distribution of laser markers on the pipe surface. A row of equidistant laser markers projects on the surface by the laser when the light-beam axis is perpendicular to the plane. However, when the laser is cast onto the surface of a pipe with large curvature, the distribution of laser markers is affected by the curvature. As a result, laser markers with different spacing form on the surface of the pipe. At the same time, the markers projected by multiple lasers also have overlapping areas, forming non-equidistant marker features on the surface of the pipe. On the other hand, due to the large curvature of the measured pipe and the small interval between the laser
markers, the line segment formed by three adjacent laser markers can be approximately regarded as a straight-line segment, which satisfies the above-mentioned conditions of affine distance transformation.


Figure 4. Schematic diagram of affine distance transformation.


Figure 5. Laser markers distribution.
In summary, when laser markers are used as feature points, the inconsistent spacing and affine-transformation properties of laser markers provide a basis for the matching of feature points. Taking an image captured by the left camera as an example, for three adjacent laser markers $P_{L} O_{L} Q_{L}$ along the one-dimensional laser marker direction, their matching element is defined as the ratio of the $P_{L} O_{L}$ pixel length to the $P_{L} Q_{L}$ pixel length, namely

$$
\begin{equation*}
F_{L}(O)=\frac{\left\|P_{L}-O_{L}\right\|}{\left\|P_{L}-Q_{L}\right\|} \tag{4}
\end{equation*}
$$

$F_{L}$ and $F_{R}$ are the matching element sets of the images captured by the left and right cameras, respectively. To obtain the longest segment of the matching sequence in $F_{L}$ and $F_{R}$, this paper uses dynamic programming for matching, whose corresponding state-transition equation is

$$
d p[i][j]=\left\{\begin{array}{c}
0, \text { when } i=0 \text { or } j=0  \tag{5}\\
d p[i-1][j-1]+1, \text { when }\left|F_{L}[i]-F_{R}[j]\right| \leq \text { threshold } \\
0, \text { when }\left|F_{L}[i]-F_{R}[j]\right|>\text { threshold }
\end{array}\right.
$$

where $d p$ is the state-variable matrix; $d p[i][j]$ is the current state, which represents the longest matching length of the first $i$ matching elements of FL and the first $j$ matching elements of FR; and $d p[i-1][j-1]$ is the previous state. Then the optimal matching solution can be indicated by the position and length corresponding to the maximum element in the $d p$ matrix.

The flowchart of feature point matching is shown in Figure 6, which is divided into two steps: coarse matching and exact matching.


Figure 6. Feature point matching flowchart.
The specific coarse matching steps are as follows: (1) According to Formula (4), the feature points $A$ and $B$ extracted from the images captured by left and right cameras are converted into matching elements $P_{A}$ and $P_{B}$, respectively; (2) Both matching elements $P_{A}$ and $P_{B}$ receive regular normalization to realize normal distribution. The slope between two adjacent points is then calculated. Based on the initial parameter $n$, the complete slope space is evenly divided into $n$ regions, which are $[0,1, \ldots n-1]$; (3) The matching elements are symbolized for regions corresponding to each slope in the slope sequence. The slopes are roughly classified by replacing every slope with the label of the region where the slope is located; (4) Dynamic programming is performed on the two groups of matching elements after symbolization. If the maximum element in the $d p$ matrix occurs more than once, which means the optimal solution is not unique, the parameter $n$ is adjusted and the process returns to the second step. Such iteration continues until a unique optimal solution is achieved; (5) In order to ensure the accuracy of matching, when the conditions for ending the iteration are met, the matching sequence numbers corresponding to the optimal solution and the sub-optimal solution are selected as the coarse matching results. It is noteworthy that the sub-optimal solution is the matching sequence corresponding to the second-largest element in the $d p$ matrix.

During exact matching, correlation calculation is performed on the candidate matching results from coarse matching, and the result from the group with the highest degree of correlation is taken as the final matching result.

### 2.3. Point-Cloud Registration

Each set of binocular cameras eventually provides a group of point clouds about a certain arc of the measured cross section, but, at this point, each group of point clouds has its own coordinate system and the different groups need to be registered for standardization in a single coordinate system. The flow chart of point-cloud registration is shown in Figure 7, which is divided into two parts: correspondence matching and transformation estimation.


Figure 7. Flow chart of point-cloud registration.
In practical-application scenarios, the approximate relationship between the two cameras in each set is known: the right half of the feature points acquired by the left camera and the left half of the feature points acquired by the right camera are corresponding points. Therefore, in the correspondence-matching process, based on fitting of the circle center of each group of point clouds, the angle formed by two adjacent points and the center of the fitted circle is calculated. The two sets of angles are then moved toward each other continuously to enable calculation of angle correlation. The matching result with the highest degree of correlation is taken as the final matching result of corresponding points.

SVD is a widely used method for solving rigid-body transformations. It not only uses principal component analysis (PCA) to construct distance errors between point clouds but also solves rotation matrices and translation vectors with the least-squares method. However, due to factors such as ambient light and feature-point-extraction accuracy, there is noise in the reconstructed 3D point clouds. That is to say, the 3D points are not strictly on a plane. In the point-cloud registration of the section circle, the ideal transformation results of the two groups of point clouds is in the same plane and form an arc. However, since the traditional SVD only considers the Euclidean distance between corresponding points, it is easy to fall into a local minimum, resulting in an angular difference between the two groups of point clouds after conversion, which affects the measurement accuracy. Therefore, in this paper, the result of rigid-body transformation obtained by SVD is used as the initial value and the difference between the plane normal vectors of the two groups of point clouds is used as the constraint condition to construct a Newton-Gaussian solving algorithm. The schematic diagram of the algorithm is shown in Figure 8.


Registrated point clouds
Figure 8. Schematic diagram of point-cloud registration.
Points $p_{a}$ and $p_{b}$ are corresponding points of point clouds $A$ and $B$, respectively, and $n_{a}$ and $n_{b}$ are the normal vectors of the entire point clouds $A$ and $B$. The matching vector is expanded to $P=\left[p^{T} n^{T}\right]^{T}$. On the basis of the error function $e_{i}(T)$, an objective function $T^{*}$ is constructed:

$$
\left\{\begin{array}{l}
e_{i}(T)=P_{i}^{B}-T \otimes P_{i}^{A}  \tag{6}\\
T^{*}=\sum e_{i}(T)^{T} \Omega e_{i}(T)
\end{array}\right.
$$

where $T \otimes P=\left[\begin{array}{c}R p+t \\ R n\end{array}\right]$ and $\Omega=\left[\begin{array}{cc}I & 0 \\ 0 & \lambda I\end{array}\right]$, which is the information matrix. The weight of the normal-vector constraint is determined by changing $\lambda$.

With the Gauss-Newton iteration method, the objective function is minimized through local parameterization using incremental perturbations and the optimal $T$ is solved through iterations. The incremental equation is expressed as

$$
\begin{equation*}
(H+I) \Delta T=b \tag{7}
\end{equation*}
$$

where $H=\sum J_{i}^{T} \Omega J_{i}$ is the approximate Hessian matrix and $J_{i}$ is the Jacobian matrix of error with respect to disturbance; $\Delta T=\left[\Delta t_{x}, \Delta t_{y}, \Delta t_{z}, \Delta q_{x}, \Delta q_{y}, \Delta q_{z}\right]^{T}$, including the translation vector $\Delta t$ and the imaginary part $\Delta q$ of the four-element rotation unit; and $b=\sum J_{i}^{T} \Omega e_{i}(T)$.

The transformation-solving steps are described as follows: SVD is used to obtain the initial transformation $T_{0}$. An objective function $T^{*}$ is constructed based on the normal vectors of two sets of correspondence points. For the $k$-th iteration, the increment $\Delta T_{k}$ is calculated. If $\Delta T_{k}$ is small enough, the iteration process is ended and the final rigid-body transformation $T$ is taken as the output. Otherwise, the iteration process is repeated from the third step with $T_{k+1}=T_{k}+\Delta T_{k}$.

### 2.4. Parameter Estimation

Through 3D reconstruction of feature points and point-cloud registration, 3D point clouds of the measured pipe cross section are obtained. However, it is also necessary to fit a three-dimensional circle to obtain the geometric center and diameter of the measured cross section and other dimensional information.

The least-squares method is a method for parameter estimation of regression models from the perspective of error fitting. It finds the best function matching of data by minimizing the squared sum of errors. Hence, we use the least-squares method for spacial circle fitting. We do not explain here the mathematical solution model of spacial circle fitting with least squares. Instead, we focus on how to establish an overdetermined equation based on plane fitting with the knowledge that the perpendicular bisector of the segment connecting any two points of a planar circle always passes the center of the circle.

For the three-dimensional point set $X\left\{\left[x_{1}, y_{1}, z_{1}\right],\left[x_{2}, y_{2}, z_{2}\right] \ldots \ldots\left[x_{n}, y_{n}, z_{n}\right]\right\}$, the overdetermined equation can be established with least squares, and its planar normal vector $N$ is obtained:

$$
\left\{\begin{array}{c}
N=\left(M^{T} M\right)^{-1} M^{T} L_{1}  \tag{8}\\
M=\left[\begin{array}{ccc}
x_{1} & \ldots & x_{n} \\
y_{1} & \ldots & y_{n} \\
z_{1} & \ldots & z_{n}
\end{array}\right], \\
L_{1}=[1,1 \ldots 1]^{T}
\end{array}\right.
$$

Since the perpendicular bisector of the segment connecting any two points of a planar circle always passes the center of the circle, the overdetermined equation is constructed again, and the coordinates $C\left[x_{0}, y_{0}, z_{0}\right]$ of the center of the circle are obtained:

$$
\left\{\begin{array}{c}
C=\left(\left[\begin{array}{c}
B^{T} B \\
A
\end{array}\right]^{T}\left[\begin{array}{c}
B^{T} B \\
A
\end{array}\right]\right)^{-1}\left[\begin{array}{c}
B^{T} B \\
A
\end{array}\right]^{T}\left[\begin{array}{c}
B^{T} L_{2} \\
1
\end{array}\right]  \tag{9}\\
B=\left[\begin{array}{ccc}
\Lambda x_{12} & \ldots & \Lambda x_{(n-1) n} \\
\Lambda y_{12} & \ldots & \Lambda y_{(n-1) n} \\
\Lambda z_{12} & \ldots & \Lambda z_{(n-1) n}
\end{array}\right]^{T} \\
L_{2}=\left[\begin{array}{c}
l_{1} \\
\ldots \\
l_{n-1}
\end{array}\right]
\end{array}\right.
$$

where $\Lambda x_{(n-1) n}=x_{n}-x_{n-1}$ and $l_{i}=\frac{x_{i+1}^{2}+y_{i+1}^{2}+z_{i+1}^{2}-x_{i}^{2}-y_{i}^{2}-z_{i}^{2}}{2}$.
Finally, twice the average distance from all points to the center of the circle is used as the diameter $d$ of the fitted circle:

$$
\begin{equation*}
d=\frac{2}{N} \sum_{i=1}^{N} \sqrt{\left(x_{i}-x_{0}\right)^{2}+\left(y_{i}-y_{0}\right)^{2}+\left(z_{i}-z_{0}\right)^{2}} \tag{10}
\end{equation*}
$$

It is noted that the measurement method proposed in this paper uses only the upper profile of the pipe to evaluate the diameter. In precision coordinate measurement, the differences in the arc length of the sampling points and the ovality of the measured pipe lead to different deviations when evaluating the diameter by the least-squares method. Simulations and analysis are therefore carried out to investigate their relationships and to verify the rationality of the system design.

In simulations, the major axis of the ellipse is set to 300 mm and the ovality is set to vary from $0.0 \%$ to $1.5 \%$ with a step of $0.1 \%$. The range of central angle corresponding to arc that envelopes the sampling points is set from $1^{\circ}$ to $360^{\circ}$ with a step of $1^{\circ}$, and each degree of central angle contains three the sampling points. Using the proposed method to calculate the diameter of simulated pipe, the error distribution of the pipe diameter is shown in Figure 9.

If the permitted error of the pipe diameter is within 1 mm , it is seen from the simulations that the maximum required central angle is $168^{\circ}$, considering the ovality varies from $0.0 \%$ to $1.5 \%$. That is to say, to ensure the measurement accuracy of the diameter, the central angle enveloping the sampling points must be larger than $168^{\circ}$.

### 2.5. Experimental System

To verify the feasibility of the proposed method, an experimental system, as shown in Figure 10a, was built, which mainly consisted of an imaging module that included three sets of binocular cameras, a marker projection module composed of five lasers, a data processing module of a high-performance computer, and a bracket for equipment installation. Model QJY0816 industrial cameras with an image size of $2 / 3$ inch were used in the experimental system, each equipped with an 8 mm fixed-focus lens and the field angle of $56.5 \times 43.9^{\circ}$. According to the conclusion of the above simulations, it is a prerequisite for
achieving high accuracy in diameter measurements to keep the central angle larger than $168^{\circ}$. Therefore, considering the field angle of typical industrial cameras and final-cost control in our study, three sets of binocular cameras were selected to form the experimental system, and the central angle corresponding to the measurement point was set at about $180^{\circ}$. The main computer components responsible for processing digital images were the Intel Xeon Gold 5218 and RTX3090.


Figure 9. Fitting-error distribution for diameter.


Figure 10. (a) The experimental system built in this paper; (b) coordinate measuring machine for reference.

In addition, to obtain high-precision measurement results as reference, we used the Hexagon brand Inspector Performance series Coordinate Measuring Machine (CMM) to measure the pipe. Figure 10b shows the site where the CMM was used to measure the diameter of the pipe. The accuracy of this type of CMM reaches 0.001 mm .

## 3. Results and Discussion

### 3.1. Effect of Feature-Point-Matching Algorithm

In this method, the markers projected by the lasers are used as the feature points, and the center of the markers is extracted by identifying the blob features with DoG. A section in the middle of the pipe with an outer diameter of 299 mm is selected for tests, and the actual feature-point-extraction results are shown in Figure 11, in which (a) and (b) show the feature-point-extraction results of the left camera and the right camera, respectively. It is seen from the figures that the markers projected on the surface of the pipe are almost completely identified and extracted, meaning that the expected effect is achieved.


Figure 11. (a) Extraction of feature points for left camera; (b) extraction of feature points for right camera.

With the proposed feature-point-matching algorithm based on affine distance transformation, after the feature points are accurately extracted, the feature points provided by the left and right cameras are converted into matching elements $F_{L}$ and $F_{R}$, respectively, according to Formula (4), as shown in Figure 12. It is not difficult to find that after the affine distance transformation, the markers experience obvious amplitude changes and no longer follow the original single and identical distributions. In particular, amplitude oscillation appears near the 24th matching element. These obvious features provide the basis for the correspondence matching.


Figure 12. Feature-point-matching elements.
The final matching effect is shown in Figure 13. The dark area displays the final matching result. It is found that despite the noise in the matching elements, the algorithm proposed in this paper still achieves correct matching of feature points satisfactorily. Many experiments have also proven that the accurate matching rate of this method can reach more than $98 \%$.


Figure 13. Feature-point-matching results.

### 3.2. Effect of Point-Cloud-Registration Algorithm

For most of the system running time, simply using SVD to solve for correspondence points in the point clouds can achieve the desired effect. However, due to factors such as noise or the small number of corresponding points, the transformation solution sometimes falls into a local minimum and the two groups of point clouds after rigid-body transformation have obvious angle differences, suggesting poor stability of the algorithm.

Figure 14a shows the effect of using the traditional SVD algorithm to solve the transformation. It is not difficult to see that the registration of the two groups of point clouds has not achieved the expected effect, and there is an obvious angle difference between the planes where they are located. After applying the improvements proposed in this paper, it is clearly found from Figure 14b that the matching effect is better at this time. The two groups of point clouds have a small error between points, and their plane normal vectors are also almost parallel.


Figure 14. (a) Estimation results by SVD; (b) estimation results by the improved algorithm.
During the measurement of the pipe section illustrated in Figure 11, three sets of binocular cameras generate three feature point clouds that were not given in the same coordinate system. To reduce the error generated in the point-cloud-registration process, the three sets of point clouds are all converted to the coordinate system based on the second set of point clouds, and the integration result is shown in Figure 15. Figure 15a shows the three sets of original point clouds before point-cloud registration. After point-cloud registration, the semicircular arc shown in Figure 15b is generated, which proves the effectiveness of the point-cloud-registration algorithm.


Figure 15. (a) Raw point clouds; (b) point clouds after registration.

### 3.3. Validation Experiment

In the validation experiment, a seamless steel pipe is used as the test object, and ten cross sections of the pipe are taken for diameter measurement. The single measurement value of the CMM is used as the reference. In this experimental system, the average of five measurements is taken as the final measurement. The validation-experiment results are shown in Table 1.

Table 1. Validation-experiment results.

| Cross Section Number | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ | $\mathbf{8}$ | $\mathbf{9}$ | $\mathbf{1 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CMM (mm) | 299.514 | 299.501 | 299.494 | 299.493 | 299.493 | 299.500 | 299.545 | 299.167 | 299.512 | 299.514 |
| This article (mm) | 298.454 | 298.565 | 298.790 | 299.255 | 300.586 | 299.355 | 297.837 | 298.561 | 298.185 | 300.171 |
| Absolute error (mm) | -1.06 | -0.936 | -0.704 | -0.238 | 1.09 | -0.145 | -1.71 | -0.606 | -1.33 | 0.657 |
| Relative error (\%) | -0.354 | -0.313 | -0.235 | -0.0790 | 0.365 | -0.0480 | -0.570 | -0.203 | -0.443 | 0.219 |

By analyzing the experimental results, we find that in the measurements of ten cross sections, the maximum absolute error and the average absolute error are -1.71 mm and 0.847 mm , respectively. The relative error is within $\pm 0.570 \%$, which is close to the result of typical manual measurement with a tape.

To analyze the repeatability in measurement, we use common seamless steel pipes with outer diameters of $285 \mathrm{~mm}, 299 \mathrm{~mm}$, and 325 mm for replicated tests. For each steel pipe, a cross section is selected and measured 15 times. The final measurement results are shown in Figure 16.


Figure 16. Replicate test results of pipe diameter.
It is seen from the results that the maximum absolute error, i.e., the largest difference between a measurement and an average, is $0.865 \mathrm{~mm}, 0.724 \mathrm{~mm}$, and 0.715 mm , respectively, for the three types of steel pipes. Based on calculation with the Bessel formula, the diametermeasurement repeatability standard deviations of the three types of pipes measured by this experimental system are $0.551 \mathrm{~mm}, 0.356 \mathrm{~mm}$, and 0.428 mm , respectively. In general, the system exhibits good measurement repeatability. The maximum repeatability standard deviation is 0.551 mm for pipes in the diameter range from 285 mm to 325 mm , thus meeting practical needs.

To analyze the measurement efficiency of the experimental system, a total of 90 measurements were made on the three types of pipes mentioned above, and the time consumption of the measurements was recorded. The result is shown in Figure 17, and it is found that the average measurement times for the three types of pipes are $1.262 \mathrm{~s}, 1.305 \mathrm{~s}$, and 1.391 s , and the maximum measurement time is 1.495 s .


Figure 17. Time-consumption-record results.

## 4. Conclusions

To address existing practical problems in today's large-sized-pipe-measurement methods, this paper proposes a unique solution and builds an experimental system to verify the proposed solution. The experimental results show that compared with the data measured by CMM, the relative error of the proposed measurement system is within $\pm 0.570 \%$ and the maximum absolute error is -1.71 mm . In replicated tests, the maximum repeatability standard deviation of the three sizes of steel pipes ( 285 mm , 299 mm , and 325 mm ) is 0.551 mm . While guaranteeing high precision, the proposed measurement algorithm provides a stable running cycle of about 1.5 s , which meets the needs for pipe measurement in actual production applications. In conclusion, this method enables fast in situ measurement of large-sized pipes at high precision, and therefore has broad application prospects.
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