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Abstract: With the rise of the Internet of Things (IoT), there is a demand for computation at network
edges because of the limited processing capacity of IoT devices. Fog computing is a middle layer that
has appeared to address the latency issues between the Internet of things (IoT) and the cloud. Fog
computing is becoming more important as companies face increasing challenges in collecting and
sending data from IoT devices to the cloud. However, this has led to new security and privacy issues
as a result of the large number of sensors in IoT environments as well as the massive amount of data
that must be analyzed in real time. To overcome the security challenges between the IoT layer and
fog layer and, thus, meet the security requirements, this paper proposes a fine-grained data access
control model based on the attribute-based encryption of the IoT–Fog–Cloud architecture to limit the
access to sensor data and meet the authorization requirements. In addition, this paper proposes a
blockchain-based certificate model for the IoT–Fog–Cloud architecture to authenticate IoT devices
to fog devices and meet the authentication requirements. We evaluated the performance of the two
proposed security models to determine their efficiency in real-life experiments of the IoT–Fog–Cloud
architecture. The results demonstrate that the performance of the IoT–Fog–Cloud architecture with
and without the blockchain-based certificate model was the same when using one, two, or three IoT
devices. However, the performance of the IoT–Fog–Cloud architecture without the access control
model was slightly better than that of the architecture with the model when using one, two, or three
IoT devices.

Keywords: blockchain; AWS cloud metrics; fog computing; access control; cloud computing; authen-
tication; Internet of Things; authorization

1. Introduction

The Internet of Things (IoT) ecosystem includes multitudinous devices connected to
the Internet [1] with a variety of capabilities, such as sensing, processing, and communi-
cating. In 2025, the number of IoT devices is estimated to exceed 75 billion [2,3], driving
a parallel rise in the already massive amount of data that must be locally processed at
the edges of networks to reduce latency and save network bandwidth. Cloud computing
provides a lot of processing and storage power for thousands of IoT devices [4]. However,
due to the geographic centralization of cloud computing data centers, the large volume
of data generated by the distributed IoT devices will not be processed in a timely manner,
which will increase the latency from IoT devices to the cloud especially as the number of
IoT devices continues to grow. To overcome these challenges, fog computing has emerged
to deal with the high processing demand and temporary storage. Fog computing serves
as a middle layer between IoT devices and the cloud [5–7], solving the data transmission
latency between them.
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Despite the benefits of fog computing for IoT devices and the cloud, there are several
security issues between the IoT, fog, and cloud layers. For example, the Dyn cyberattack
(21 October 2016) disrupted Internet service across Europe and the US [8] through a series
of distributed denial-of-service (DDoS) attacks that targeted IoT-enabled devices such as
cameras, residential gateways, and baby monitors. Many services were affected by this
cyberattack, including businesses such as Amazon, Comcast, PayPal, and Netflix and news
networks such as Fox News and CNN.

Further significant threats to IoT devices include eavesdropping [1,4,9,10] and unau-
thorized access [9,11,12], which can lead to device failure. Because there is no human
interaction involved in the communication between these devices and because they have
extensive operating times, it is difficult to monitor and detect their security issues. There-
fore, it is essential to build a security model that meets the security requirements of the
IoT–Fog–Cloud architecture by applying authentication and authorization between the IoT,
fog, and cloud layers.

Because there are not enough real-life implementations of cloud-based IoT environ-
ments, as mentioned in our previous work [5], we proposed two architectures of cloud-
based IoT environments and three analysis methods using a real-world environment [6,7].
We utilized a fog layer between IoT devices and the cloud in the first architecture, while
in the second architecture, IoT devices sent data directly to the cloud [6,7]. We conducted
several experiments and evaluated our results of the methodologies and the three analysis
methods [6], finding that the first architecture (IoT–Fog–Cloud) outperforms the second
architecture (IoT–Cloud) in terms of performance. This is because all of the IoT devices in
the second architecture (IoT–Cloud) need to have a certificate to be authenticated to the
AWS cloud. However, only one certificate which is placed on the fog device of the first
architecture (IoT–Fog–Cloud) is required to be authenticated to the AWS cloud. Therefore,
the communication between the IoT layer and the fog layer, in particular, was left without
adequate authentication and authorization mechanisms [6].

To fill the gap in security requirements between the IoT layer and fog layer and
overcome the limitations and challenges presented by these security issues [5–7], this paper
makes the following contributions:

• We propose a fine-grained data access control model based on the attribute-based
encryption (ABE) of the IoT–Fog–Cloud architecture to limit access to sensor data to
meet the authorization aim.

• We propose a blockchain-based certificate model of the IoT–Fog–Cloud architecture to
authenticate IoT devices to fog devices to meet the authentication aim.

• We evaluate the performance of the security model (fine-grained data access control
and blockchain-based certificate) using AWS message broker metrics for a real-life
scenario of the IoT–Fog–Cloud architecture.

• We compare the performance of the IoT–Fog–Cloud architecture with and without
our security model using AWS message broker metrics and present its efficiency
and feasibility.

The remainder of the paper is structured as follows: In Section 2, we provide an
overview of the IoT–Fog–Cloud architecture. In Section 3, we explain the authentication
model, a blockchain-based certificate model, and the authorization model, a fine-grained
data access control model based on the ABE of the IoT–Fog–Cloud architecture. In Section 4,
we detail the setup of the IoT–Fog–Cloud architecture experiments and describe the evalu-
ation metrics that were used to evaluate the IoT–Fog–Cloud architecture performance with
the two security models. In Section 5, we present the evaluation methods used to evaluate
the IoT–Fog–Cloud architecture with the two security models. In Section 6, we evaluate the
experiment results based on the evaluation methods of the IoT–Fog–Cloud architecture. In
Section 7, we conclude the paper.
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2. Overview of IoT–Fog–Cloud Architecture

We describe our IoT–Fog–Cloud architecture in detail in this section. IoT refers to
devices that generate data, communicate with other devices in a real-world scenario, and
have storage for configuration. Since DHT11 sensors are not equipped with network
capabilities and storage for configuration, one DHT11 sensor will be linked to only one
Raspberry Pi board in the IoT–Fog–Cloud architecture using GPIO pins. The DHT11 sensor
connected to the Raspberry Pi will be considered an IoT device. We used the Raspberry Pi
to provide storage for configuration and enable the Wi-Fi connectivity of the DHT11 sensor.
Each IoT device will be linked to other Raspberry Pi devices through Wi-Fi, which served
as a fog device in the fog layer.

The MQTT protocol was utilized to communicate between IoT devices, fog nodes,
and the cloud because the MQTT protocol is extensively used and supported by all IoT
platforms and commercial sensors. The MQTT broker named Eclipse Mosquitto [13] was
installed in the Raspberry Pi which served as a fog device. The Mosquitto MQTT broker is a
server that receives all messages from IoT devices and publishes them to other devices using
the MQTT protocol. Some advantages of using an MQTT broker include (1) facilitating
scalability with a large number of IoT devices, (2) handling authentication credentials and
certificates, (3) decreasing cellular network strain without compromising security, and
(4) preventing unsafe and vulnerable devices from being connected. The Mosquitto MQTT
broker used the subscribe–publish strategy described in [5] to exchange messages and
filtered them based on the topics. The topics are UTF-8 strings used by the broker to identify
the sensor data type (temperature degree or humidity degree). In our experiments, each
data type (temperature degree or humidity degree) was considered a separate topic to
provide consistent and accurate results. The three DHT11 sensor data gathered by the three
IoT devices were sent through Wi-Fi to the Raspberry Pi that served as the fog device. The
Raspberry Pi that acts as the fog device with the MQTT broker Mosquitto was connected
through the Internet to the AWS cloud. The Internet served as the communication between
the three layers.

We conducted several experiments based on the three analysis methods in our pre-
vious work [6], and we found that the performance of the IoT–Fog–Cloud architecture
outperforms the performance of the IoT–Cloud architecture. However, we found that the
IoT–Fog–Cloud architecture does not meet the security requirements. Therefore, to fill the
gap of security requirements between the IoT layer and fog layer and meet the authenti-
cation and authorization aims, first, we propose a blockchain-based certificate model of
the IoT–Fog–Cloud architecture to fill the gap of the authentication problem. Second, we
propose a fine-grained data access control model based on the ABE of the IoT–Fog–Cloud
architecture to fill the gap of the authorization problem. Figure 1 shows an overview of the
IoT–Fog–Cloud architecture and where the two security models are applied.
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Figure 1. Overview of the IoT–Fog–Cloud architecture.

3. Authentication Model and Authorization Model
3.1. Proposed Authentication Model: Blockchain-Based Certificate

To fill the gap of the security requirements between the IoT layer and fog layer [5–7],
we propose a blockchain-based certificate model of the IoT–Fog–Cloud architecture to
authenticate the IoT devices to fog devices and achieve the authentication aim of this study.
Figure 2 presents the operations comprising the model, which are as follows: (1) the IoT
devices make a connection request to the fog devices; (2) the fog devices distribute a valid
certificate to the IoT devices; (3) the handshake mechanism using the TLS cryptographic
protocol is established between IoT devices and fog devices; (4) encrypted communication
is established between the IoT devices and fog devices; (5) because the fog devices are
expected to be limited, the blockchain technology is applied to a set of fog devices within
their geographical location; and (6) each fog device inside the blockchain has a copy
of transactions, such as the distributed IoT device certificates. Figure 2 shows how the
blockchain-based certificate model was applied to the IoT–Fog–Cloud architecture using a
real-life environment.
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Figure 2. Blockchain-based certificate model applied to the IoT–Fog–Cloud architecture.

3.2. Proposed Authorization Model: Attribute-Based Encryption for Access Control

To fill the gap in the security requirements between the IoT and fog layers [5–7], we
propose a fine-grained data access control model based on the ABE of the IoT–Fog–Cloud
architecture to limit access to sensor data and achieve the authorization aim of this study.

Figure 3 illustrates the several operations comprising the model, which are as follows:
(1) attributes are generated for each sensor data type; (2) keys containing a set of attributes
or corresponding to attributes are generated; (3) the generated sensor data type values
are encrypted with the corresponding key that contains their attributes; (4) the encrypted
message is published to the fog device using a secure communication channel; (5) the
access tree that specifies the policy of the set of attributes is generated; (6) the ciphertext
is decrypted if the key containing a set of attributes satisfies the access policy tree; and
(7) the decrypted message is published to the AWS cloud. The model is designed such
that each data type in an IoT device is associated with attributes, which represent the topic
of each sensor data type. For example, the DHT11 sensor attached to the Raspberry Pi is
considered an IoT device [6,7] and generates two types of data: (A) temperature degree
and (B) humidity degree. The temperature value is encrypted according to the key that
contains a set of attributes and then published to the fog device.
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Figure 3. Access control model for the IoT–Fog–Cloud architecture.

The fog device then generates an access policy tree according to the attributes of
each data type in the IoT device, an example of which is presented in Figure 4. Once the
fog device receives the ciphertext from the IoT device, it decrypts it if the ciphertext key
that contains the attributes satisfies the access policy tree. Otherwise, it will decline the
decryption request. Then, the temperature degree value will be published to the AWS
cloud. Figure 5 shows how the ABE for the access control model was applied to the
IoT–Fog–Cloud architecture.



Appl. Sci. 2022, 12, 4837 7 of 16

Figure 4. Access policy tree for the access control model for the IoT–Fog–Cloud architecture.

Figure 5. Access control model applied to the IoT–Fog–Cloud architecture.
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4. Experiment Setup and Evaluation Metrics

In this paper, we propose two security models of the IoT–Fog–Cloud architecture [6]
to meet the security requirements [4,9]. The following subsections present the hardware,
software configurations, and evaluation metrics used in our IoT–Fog–Cloud architecture
experiments.

4.1. Hardware

In this section, the experiments are based on the first architecture of IoT–Fog–Cloud
which was proposed in [6], as shown in Figure 1. First, we describe, in detail, the types
of devices that were used in the IoT–Fog–Cloud architecture as shown in Figure 6. The
devices used to perform the experiments in the IoT–Fog–Cloud architecture were a DHT11
sensor [14] and the Raspberry Pi 3 Model B [15]. The DHT11 sensor is a low-cost device
that produces real-time data for measuring the temperature degree and humidity degree of
the surrounding air. The Raspberry Pi is a single-board computer with integrated Wi-Fi and
computing capabilities that is used in a variety of applications, including smart health care,
weather monitoring, and smart homes. The Raspberry Pi was used in our work to provide
light computational capabilities for data generated by the DHT11 sensor. In addition, the
Raspberry Pi was used to provide light storage for the configuration performed by the
DHT11 sensor. One of the advantages of using the Raspberry Pi is that it can be readily
transferred from one location to another. Table 1 shows a complete list of the hardware
utilized in the IoT–Fog–Cloud architecture. Figure 6 shows the hardware used in the
IoT–Fog–Cloud architecture.

Figure 6. Hardware used in the IoT–Fog–Cloud architecture.
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Table 1. Complete list of the hardware utilized in the IoT–Fog–Cloud architecture.

Equipment Name Equipment Type Quantity Purpose

DHT11 Sensor 3 Generates temperature degree and humidity degree

Raspberry Pi Version 3 (Model B) 4 Provides WiFi service and processing and
storage capabilities

Micro SD card 32 GB of storage 4 Operating system storage

Monitor HP 4 Monitors the experiments

Keyboards and mice HP 4 Make it easier to work on a Raspberry Pi

Power supply/adapter CanaKit 4 Provides the Raspberry Pi with power

HDMI cable onn 4 Provides the connection between the Raspberry Pi
and a monitor

4.2. Software

We installed Python on the three IoT devices (DHT sensor + Raspberry Pi) and the
fog device. Then, we installed the Circuit Python DHT Library on the three IoT devices
to allow communication between the DHT11 sensor and Raspberry Pi. Next, we installed
the cryptography library on the three IoT devices and fog device to perform the security
operations. Algorithm 1 illustrates the authentication and authorization operations from
IoT devices (DHT11 sensor + Raspberry Pi) to the fog device, and Algorithm 2 illustrates
the authentication and authorization operations from the fog device to the IoT devices
(DHT11 sensor + Raspberry Pi) and from the fog device to the AWS cloud.

4.3. Evaluation Metrics: AWS Cloud Metrics

The performance of the IoT–Fog–Cloud architecture can be evaluated using a variety
of metrics from the cloud side. Since we chose AWS as our cloud service provider, we used
Amazon CloudWatch to evaluate the IoT–Fog–Cloud architecture performance [6,7,13,16,17].
We used Amazon CloudWatch to evaluate the IoT–Fog–Cloud architecture performance
since it collects and evaluates data at the same time and gives the following metric, as
shown in Table 2.

Table 2. Descriptions of AWS cloud metrics.

AWS Cloud Metrics Descriptions

connect.success This is used to count how many successful connections our fog devices made with the AWS cloud.

ping.success This is used to count how many ping messages our fog devices sent to the AWS cloud in the
IoT–Fog–Cloud architecture.

publishin.success This is used to count how many publish requests were processed by the AWS cloud.

publishout.success This is used to count how many publish requests were made by the AWS cloud to the fog devices in
the IoT–Fog–Cloud architecture.

subscribe.success This is used to count how many subscribe requests were processed by the AWS cloud.

unsubscribe.success This is used to count how many unsubscribe requests were processed by the AWS cloud.
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Algorithm 1: Collect data from the IoT device and send it to the fog device–IoT–Fog–Cloud architecture. This algorithm provides
authentication and authorization operations from IoT devices (DHT11 sensor + Raspberry Pi) to fog devices.

1: Import board
2: Import adafruit_dht
3: Import paho.mqtt.client as mqtt
4: From Crypto.Cipher import ABS
5: Import base64
6: Define the DHT sensor type (DHT11)
7 Define the Raspberry Pi’s input/output pins to which the DHT11 is connected

8:
Define a Python library (adafruit_dht:DHT11) to read the DHT series of humidity and temperature sensors on a Raspberry
Pi with one argument, DHT pin connected

9: Define the key length which must be either 16, 24, or 32 bytes long

10:
Define humidity topic variable and temperature topic variable for each IoT device (DHT11 attached to Raspberry Pi) in
each experiment

11: Define MQTT broker variable
12: Define the variable of MQTT port
13: While True do
14: Define a connection function
15: Connect to Internet
16: If (the connection is established) then
17: Print “connected”
18: Else (the connection is not established) then
19: Try reconnecting to Internet
20: Define a message function
21: Read humidity degree from Raspberry Pi serial port using (dhtDevice.humidity)
22: Read temperature degree from Raspberry Pi serial port using (dhtDevice.temperature)
23: Print humidity degree
24: Print temperature degree
25: Generate keys containing a set of attributes for each sensor data type in each IoT device
26: Generate a first key containing a set of attributes for temperature sensor in each IoT device
27: Generate a second key containing a set of attributes for humidity sensor in each IoT device
28: Create the cipher config for first key (temperature sensor)
29: Create the cipher config for second key (humidity sensor)
30: Use the cipher of the first key to encrypt the humidity degree message using cipher.encrypt

31:
Use the cipher of second key to encrypt the temperature degree message using

cipher.encrypt
32: Encode the cipher and humidity degree message using the base64 module
33: Encode the cipher and temperature degree message using the base64 module
34: Print the encrypted message
35: Publish humidity topic with its encrypted message to fog device
36: Publish temperature topic with its encrypted message to fog device
37: End while
38: Create a client to connect to fog device
39: Make the client run connect, and message function
40: Enable the transport layer security using fog device certificates and MQTT protocol version
41: Connect the client to the MQTT broker using fog device’s IP address and MQTT port 1883
42: Call a loop_start() method for the client connection
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Algorithm 2: Collect data received from the fog device and send it to the cloud–IoT–Fog–Cloud architecture. This algorithm
provides authentication and authorization operations from fog devices to IoT devices (DHT11 sensor + Raspberry Pi) and from fog
devices to the AWS cloud.

1: Import sys
2: Import ssl
3: Import adafruit_dht
4: Import paho.mqtt.client as mqtt
5: From Crypto.Cipher import ABS
6: Import base64
7: Define the key length which must be either 16, 24, or 32 bytes long
8: Define the MQTT broker variable
9: Define the MQTT port variable
10: While True do
11: Define a connection function
12: Subscribe for all topics in each IoT devices
13: Connect to Internet
14: If (the connection is established) then
15: Print “connected”
16: Else (the connection is not established) then
17: Try reconnecting to Internet
18: Define a message function

19:
Define keys containing a set of attributes for each sensor data type in each IoT device

based on access policy
20: Define a first key containing a set of attributes for temperature sensor in each IoT device
21: Define a second key containing a set of attributes for humidity sensor in each IoT device
22: Create the cipher config for first key (temperature sensor)
23: Create the cipher config for second key (humidity sensor)
24: Decode the encrypted message using the base64 module
25: Use the cipher of the first key to decrypt the humidity degree message using cipher.decrypt

26:
Use the cipher of second key to decrypt the temperature degree message using

cipher.decrypt
27: Print the decrypted message
28: Publish humidity topic with its decrypted message to AWS cloud
29: Publish temperature topic with its decrypted message to AWS cloud
30: end while
31: Create two clients, the first client used for the MQTT broker, and the second client used for the AWS broker
32: Make the first client run connect, and message function
33: Connect the first client to MQTT broker using fog device’s IP address and MQTT port
34: Call a loop_start() method for the first client connection
35: Enable the transport layer security for the second client using the AWS certificates paths and MQTT protocol version
36: Connect the second client to AWS broker using AWS Endpoint and AWS port
37: Call a loop_start () method for the second client connection

5. Evaluation Methods

AWS cloud metrics were used to evaluate the performance of the blockchain-based
certificate model and the fine-grained data access control model based on the ABE for
the IoT–Fog–Cloud architecture proposed in our previous papers [6,7]. We defined the
subscribe and publish request number as two for each IoT device because each IoT device
generated two types of data: (A) temperature degree and (B) humidity degree. Therefore,
when the number of IoT devices increases, the numbers of subscribe and publish requests
will also increase. This produces accurate and real results about the performance of the
blockchain-based certificate model and the fine-grained data access control model based on
the ABE for the IoT–Fog–Cloud architecture. In this section, we provide the methods used
to evaluate the performance of the blockchain-based certificate model and the fine-grained
data access control model based on the ABE for the IoT–Fog–Cloud architecture.
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5.1. IoT–Fog–Cloud Architecture with Blockchain-Based Certificate Model versus without
Blockchain-Based Certificate Model

The performance of the IoT–Fog–Cloud architecture with the blockchain-based certifi-
cate model was analyzed and compared with the architecture without the blockchain-based
certificate model, which was presented in the previous work [6], using AWS metrics. The
experiment was conducted using different numbers of IoT devices (one, two, or three) two
times, once with the blockchain-based certificate model and once without. The results were
compared and analyzed to show the impacts of our blockchain-based certificate model on
the proposed IoT–Fog–Cloud architecture [6,7]. Because the AWS cloud provider requires
a certificate to authenticate any device, and because the fog device is the next layer, the
certificate was placed in the Raspberry Pi that served as the fog device. The communication
between the IoT device and the fog device was left without an authentication model [6]; this
gap was filled by the proposed security model. The fog device distributed the certificates
to the IoT devices after a connection request was made by the IoT devices. The fog device
certificate was placed in each IoT device to allow them to be authenticated to the fog device.
The objective of this method was to illustrate the impact of the blockchain-based certificate
model on the IoT–Fog–Cloud architecture and that the performance of the model remains
identical when using different numbers of IoT devices.

5.2. IoT–Fog–Cloud Architecture with Access Control Model versus without Access Control Model

The performance of the IoT–Fog–Cloud architecture with the access control model
was evaluated by comparison with the architecture without the model [6]. The experiment
was performed using one, two, and three IoT devices. The experiment was performed
twice, once with the access control model and once without. The results were compared
and evaluated to show the impact of our access control model on the proposed IoT–Fog–
Cloud architecture [6]. Since the IoT devices were authenticated to the fog device using a
blockchain-based certificate model, the sensor data needed to be unavailable to the other
IoT devices and have limited access. Therefore, the access control model proposed in this
paper fills the authorization requirement gap between the IoT layer and fog layer. The
objective of the analysis method was to show the impact of the access control model on the
IoT–Fog–Cloud architecture and how the performance changed using different numbers of
IoT devices.

6. Evaluation of Results
6.1. IoT–Fog–Cloud Architecture with Blockchain-Based Certificate Model versus without
Blockchain-Based Certificate Model

In this subsection, we evaluate the IoT–Fog–Cloud architecture with our blockchain-
based certificate model using AWS cloud metrics, as shown in Table 3.

The first experiment of the IoT–Fog–Cloud architecture was performed using one IoT
device. We ran the first experiment twice simultaneously, one without our blockchain-
based certificate model and the other with the model. We used two subscribes and two
publishes because the IoT device generated two types of data: (A) temperature degree
and (B) humidity degree. The results show that the numbers of subscribes and publishes
(i.e., subscribe.success and connect.success) for the IoT–Fog–Cloud architecture with and
without the blockchain-based certificate model were the same and reflect the defined
number of subscribes and publishes for one IoT device. This is because the connection of
neither experiment (with versus without the security model) was disconnected and, thus,
the subscribe request was not lost. Although the first experiment with the security model
had a certificate in the authentication process of the IoT–fog–cloud layers, it did not affect
the number of subscribes and publishes. Furthermore, the number of published messages
(publishout.success and publishin.success) for the IoT–Fog–Cloud architecture with the
blockchain-based certificate model remained the same as that of the architecture without
the model.
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Table 3. AWS cloud metric results on N. Virginia datacenter for the IoT–Fog–Cloud architecture with
the blockchain-based certificate model versus without the blockchain-based certificate model.

AWS Cloud Metrics (N. Virginia Datacenter)—Python
Script—IoT–Fog–Cloud Architecture without
Blockchain-Based Certificate Model

AWS Cloud Metrics (N. Virginia Datacenter)—Python
Script—IoT–Fog–Cloud Architecture with Blockchain-Based
Certificate Model

IoT devices 1 IoT devices 1
Subscribe and publish requests 2 Subscribe and publish requests 2
AWS cloud metrics (minutes) 0.5 1 5 15 60 AWS cloud metrics (minutes) 0.5 1 5 15 60
connect.success 2 2 2 2 2 connect.success 2 2 2 2 2
ping.success 2 2 8 29 120 ping.success 2 2 8 29 120
publishin.success 44 44 206 586 2360 publishin.success 44 44 206 586 2360
publishout.success 44 44 206 586 2360 publishout.success 44 44 206 586 2360
subscribe.success 2 2 2 2 2 subscribe.success 2 2 2 2 2
unsubscribe.success 2 2 2 2 2 unsubscribe.success 2 2 2 2 2
IoT devices 2 IoT devices 2
Subscribe and publish requests 4 Subscribe and publish requests 4
AWS cloud metrics (minutes) 0.5 1 5 15 60 AWS cloud metrics (minutes) 0.5 1 5 15 60
connect.success 4 4 4 4 4 connect.success 4 4 4 4 4
ping.success 2 2 8 29 120 ping.success 2 2 8 29 120
publishin.success 70 70 350 1110 4590 publishin.success 70 70 350 1110 4590
publishout.success 70 70 350 1110 4590 publishout.success 70 70 350 1110 4590
subscribe.success 4 4 4 4 4 subscribe.success 4 4 4 4 4
unsubscribe.success 4 4 4 4 4 unsubscribe.success 4 4 4 4 4
IoT devices 3 IoT devices 3
Subscribe and publish requests 6 Subscribe and publish requests 6
AWS cloud metrics (minutes) 0.5 1 5 15 60 AWS cloud metrics (minutes) 0.5 1 5 15 60
connect.success 6 6 6 6 6 connect.success 6 6 6 6 6
ping.success 2 2 9 29 119 ping.success 2 2 9 29 119
publishin.success 115 115 548 1660 6510 publishin.success 115 115 548 1660 6510
publishout.success 115 115 548 1660 6510 publishout.success 115 115 548 1660 6510
subscribe.success 6 6 6 6 6 subscribe.success 6 6 6 6 6
unsubscribe.success 6 6 6 6 6 unsubscribe.success 6 6 6 6 6

The second and third experiments of the IoT–Fog–Cloud architecture were performed
using two and three IoT devices with four and six subscribes and publishes, respectively.
The results show that the numbers of subscribes and publishes (i.e., subscribe.success
and connect.success) were the same for the IoT–Fog–Cloud architecture with and without
the blockchain-based certificate model and reflect the defined number of subscribes and
publishes for two or three IoT devices. This is because when the fog device distributed the
certificates to the two or three IoT devices, those devices were authenticated simultaneously
to the fog device. Therefore, there was no sign of failure in the number of connects
and subscribes because the two or three IoT devices remained authenticated to the fog
device and started publishing messages. Moreover, the number of published messages
(publishout.success and publishin.success) for the IoT–Fog–Cloud architecture with and
without the blockchain-based certificate model also remained identical using two or three
IoT devices; there was no loss in the number of published messages, as there was no sign
of failure in the number of connects and subscribes (connect.success and subscribe.success)
because the two or three IoT devices remain authenticated to the fog device and start
publishing messages at the same time.

Overall, we found that the performance of the IoT–Fog–Cloud architecture with and
without the blockchain-based certificate model was the same when using one, two, or three
IoT devices. Thus, there was no delay in the number of published messages for the IoT–Fog–
Cloud architecture with the blockchain-based certificate model, as shown in Table 3. This is
because the first layer of security requirements, authentication, was proposed and added to
the IoT–Fog–Cloud architecture, and it did not affect its performance. This means that the
IoT–Fog–Cloud architecture had improved performance and security simultaneously.
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6.2. IoT–Fog–Cloud Architecture with Access Control Model versus without Access Control Model

In this subsection, we evaluate the IoT–Fog–Cloud architecture with our access control
model using AWS cloud metrics, as shown in Table 4.

The first experiment of the IoT–Fog–Cloud architecture was conducted using one IoT
device. We ran this experiment twice simultaneously, one instance without our access con-
trol model and the other with the model. We used two subscribes and two publishes because
the IoT device generated two types of data: (A) temperature degree and (B) humidity de-
gree. The results show that the numbers of subscribes and publishes (i.e., subscribe.success
and connect.success) for the IoT–Fog–Cloud architecture with and without the access con-
trol model were the same and reflect the defined number of subscribes and publishes for
one IoT device. This is because the connection of neither experiment (with versus without
the access control model) was disconnected, so the subscribe request was not lost. Although
the first experiment with the security model had a certificate in the authentication process
of the IoT–fog–cloud layers, it did not affect the number of subscribes and publishes. In
contrast, the number of published messages (publishout.success andpublishin.success)
for the IoT–Fog–Cloud architecture with the access control model was slightly less than
that of the architecture without the model. This is because the IoT device performed some
security operations that took one second for each sensor data type. Each sensor data type
(i.e., temperature data and humidity data) took one second to generate keys containing a
set of attributes and encrypt the generated sensor data type value with the corresponding
key containing its attribute.

The second experiment of the IoT–Fog–Cloud architecture was performed by connect-
ing two IoT devices and making four subscribe and publish requests. This experiment was
also run twice simultaneously, with and without our access control model. The results show
that the numbers of subscribes and publishes (i.e., subscribe.success and connect.success)
for the IoT–Fog–Cloud architecture with and without the access control model were the
same for two IoT devices and match the defined number of subscribe and publish requests
for one IoT device. However, the number of published messages (publishout.success and
publishin.success) for the architecture with the access control model was slightly less than
that of the architecture without the model. This is because each of the two IoT devices
performed security operations, which took one second for each sensor data type (i.e., tem-
perature data or humidity data) for each of the two IoT devices. Each sensor data type
(i.e., temperature data or humidity data) of each of the two IoT devices took one second to
generate a key containing a set of attributes and encrypt the generated sensor data type
value with the corresponding key containing its attribute.

Overall, we found that the performance of the IoT–Fog–Cloud architecture without the
access control model was slightly better than that of the architecture with the model when
using one, two, or three IoT devices. However, when using one, two, or three IoT devices,
the number of published messages was delayed two seconds when using the access control
model, as shown in Table 4. This is because the second layer of security requirements,
authorization, was proposed and added to the IoT–Fog–Cloud architecture. Therefore, this
gives the IoT–Fog–Cloud architecture a better performance and security at the same time.
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Table 4. AWS cloud metric results on N. Virginia datacenter for the IoT–Fog–Cloud architecture with
the access control model versus without the access control model.

AWS Cloud Metrics (N. Virginia Datacenter)—Python
Script—IoT–Fog–Cloud Architecture without Access Control
Model

AWS Cloud Metrics (N. Virginia Datacenter)—Python
Script—IoT–Fog–Cloud Architecture with Access Control
Model

IoT devices 1 IoT devices 1
Subscribe and publish requests 2 Subscribe and publish requests 2
AWS cloud metrics (minutes) 0.5 1 5 15 60 AWS cloud metrics (minutes) 0.5 1 5 15 60
connect.success 2 2 2 2 2 connect.success 2 2 2 2 2
ping.success 2 2 8 29 120 ping.success 2 2 8 29 120
publishin.success 44 44 206 586 2360 publishin.success 42 42 204 584 2358
publishout.success 44 44 206 586 2360 publishout.success 42 42 204 584 2358
subscribe.success 2 2 2 2 2 subscribe.success 2 2 2 2 2
unsubscribe.success 2 2 2 2 2 unsubscribe.success 2 2 2 2 2
IoT devices 2 IoT devices 2
Subscribe and publish requests 4 Subscribe and publish requests 4
AWS cloud metrics (minutes) 0.5 1 5 15 60 AWS cloud metrics (minutes) 0.5 1 5 15 60
connect.success 4 4 4 4 4 connect.success 4 4 4 4 4
ping.success 2 2 8 29 120 ping.success 2 2 8 29 120
publishin.success 70 70 350 1110 4590 publishin.success 68 68 348 1108 4588
publishout.success 70 70 350 1110 4590 publishout.success 68 68 348 1108 4588
subscribe.success 4 4 4 4 4 subscribe.success 4 4 4 4 4
unsubscribe.success 4 4 4 4 4 unsubscribe.success 4 4 4 4 4
IoT devices 3 IoT devices 3
Subscribe and publish requests 6 Subscribe and publish requests 6
AWS cloud metrics (minutes) 0.5 1 5 15 60 AWS cloud metrics (minutes) 0.5 1 5 15 60
connect.success 6 6 6 6 6 connect.success 6 6 6 6 6
ping.success 2 2 9 29 119 ping.success 2 2 9 29 119
publishin.success 115 115 548 1660 6510 publishin.success 113 113 546 1658 6508
publishout.success 115 115 548 1660 6510 publishout.success 113 113 546 1658 6508
subscribe.success 6 6 6 6 6 subscribe.success 6 6 6 6 6
unsubscribe.success 6 6 6 6 6 unsubscribe.success 6 6 6 6 6

7. Conclusions

In this paper, we proposed a blockchain-based certificate model and a fine-grained
data access control model based on the ABE for the IoT–Fog–Cloud architecture using a
real environment. The two proposed models meet the authentication and authorization
security requirements of the architecture. We ran a number of experiments and increased
the numbers of IoT devices, subscribes, and publishes in each experiment. We used AWS
cloud metrics to evaluate the performance of the models based on the evaluation methods.
First, we evaluated the IoT–Fog–Cloud architecture performance with and without the
blockchain-based certificate model. Second, we evaluated the IoT–Fog–Cloud architecture
performance with and without the access control model. The results indicate that the
performance of the IoT–Fog–Cloud architecture with and without the blockchain-based
certificate model was the same when using one, two, or three IoT devices. Furthermore,
the performance of the IoT–Fog–Cloud architecture without the access control model
was slightly better than that of the architecture with the model when using one, two,
or three IoT devices. This work aimed to improve the performance and security of the
IoT–Fog–Cloud architecture.
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