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Abstract: This paper is dedicated to a review of the international effort to map the future of nano-
electronics from materials to systems for the new electronics industry. The following sections are
highlighted: the Roadmap structure with the international teams, the methodology and historical
evolution, the various eras of scaling, the new ecosystems and computer industry, the evolving
supply chain, the development of SoC and SiP, the advent of the Internet of Everything and the
5G communications, the dramatic increase of data centers, the power challenge, the technology
fusion, heterogeneous and system integration, the emerging technologies, devices and computing
architectures, and the main challenges for future applications.
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1. Introduction

Roadmaps are absolutely necessary for all high-tech sectors, such as nanoelectronics,
in order to improve the links between academia and industry, to stimulate investments, to
provide elements for future research programs and activities, and to coordinate efforts to
propose the most promising solutions.

Two different strategies can be used for the roadmapping process: starting from
the requests of application experts to address various societal challenges and find the
technologies that can satisfy the required function performance for each application, or
starting from the planned technological evolution to propose disruptive applications.

The combination of a top-down, application-oriented approach and a bottom-up ap-
proach, based on planned technological change to spark new ideas for disruptive products
and applications, can be a good solution.

Various roadmapping activities have been performed these last years in different
regions, for example in Japan with SRDJ (System and Device Roadmap of Japan) [1], in
Europe with NEREID [2], for the long term Nanoelectronics Roadmap funded by the
European Commission and driven by the Sinano Institute, and at international level with
the ITRS and IRDS (International Roadmap for Devices and Systems).

The main aim of the ITRS, which ended in 2015, has been to provide guidance to the
many players in the semiconductor field, to synchronize technological development and
the availability of equipment, as well as to focus on critical challenges.

However, the “technological push” that has been the basis of the ITRS has shown its
limits in recent years, and systems-oriented technologies have been taken into account by
the new IRDS roadmap (International Roadmap for Devices and Systems), launched in
2016 [3]. On the other hand, the development of novel functionalities for new applications,
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requires the use of special figure of merits for technologies that do not follow “Moore’s
law”, expanding the focus of chips to different types of systems. This novel field has
recently been integrated in the IRDS Roadmap.

This article will be devoted to IRDS, which focuses on producing a roadmap of the
main building blocks of the electronics industry ranging from devices to systems. The
IRDS offers a 15-year perspective that leaves enough time for researchers to find solutions
for challenges that lie ahead 10 years in advance and beyond, while providing a range
of technology and system alternatives in the short and medium terms. Finally, the IRDS
is closely monitoring the progress of the industry over the next 5 years to verify that
planned projections were in line with actual implementations adopted in manufacturing by
the industry.

2. IRDS Structure

The International Roadmap for Devices and Systems, supported by the IEEE, includes
the work of 13 IFTs (International Focus Teams) experts in materials, devices and systems.
Led by the IRC (International Roadmap Committee), the IFTs developed the IRDS 2021
roadmap and engaged with other IEEE societies: Rebooting Computing Initiative, Electron
Devices Society, Computer Society, Communication Society, as well as with related expert
communities such as System and Device Roadmap of Japan (SDRJ) and the European
Academic and Scientific Association for NanoElectronics (SINANO Institute) [4] in comple-
mentary activities to help ensure alignment and consensus among universities, industry,
national laboratories and consortia.

The IRC is made up of representatives from SINANO, SDRJ and IEEE EDS and IEEE
CS. The IFTs cover the following areas: AB: Applications Benchmarking, SA: Systems
and Architecture, OSC: Outside system Connectivity, MM: More Moore, BC: Beyond
CMOS, CEQIP: Cryogenics Electronics and Quantum Information Processing, PI: Packaging
Integration, FI: Factory integration, L: Lithography, YE: Improved yield, M: Metrology,
ESH/S: Environment, safety, health and sustainability, MtM: More than Moore. Each of
the IFTs focuses on technological roadmaps in their specific fields and on cross-border
domains. The major revision of the IRDS™ roadmaps is carried out every two years, and
minor revisions are performed annually.

3. Roadmap Methodology Background and Historical Evolution

The IRDS is the third generation of the Roadmap, initially described empirically by
Gordon Moore in 1965 [5]. His prediction mentioned that the number of transistors that
could be integrated into a single chip would double each year for the next ten years. This
was found to be true and in 1975 he revised his prediction by doubling the number of
transistors every 2 years [6]. He also identified three main contributors to these results: the
architecture of integrated circuits, the scaling down of devices, and the ability to produce
cost effectively larger dice thanks to high manufacturing efficiencies. Robert Dennard
published also some rules for predicting the performance of miniaturized transistors [7].
The semiconductor industry scrupulously followed these rules for the next fifteen years.
Dennard’s methodology was correct till about 2005. Inversely, Moore’s Law is still valid
today and is predicted to continue to hold for at least the next ten years.

In 1991, it was proposed by the universities, industry and government organizations
in the US to write a document with the future evolution governing the next steps of the
semiconductor and electronics industries for the next 15 years. Eleven Technology Working
Groups (TWGs) were indeed formed for this purpose. In 1992, the National Technology
Roadmap for Semiconductors (NTRS) was published, followed by publications in 1994
and 1997.

In 1996 it was clear that major obstacles will be encountered in the next years; for
example, the gate dielectric becoming too thin by 2005 at the latest. A full re-engineering
of the transistor was necessary to overcome these limits. This was a worldwide problem
affecting the entire semiconductor and electronics industries.
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The International Technology Roadmap for Semiconductors (ITRS) was formed in
1998 to overcome these roadblocks with the involvement of partners from Europe, Japan,
Korea, Taiwan and US. A revolutionary strategy to completely change how transistors
are structured and manufactured was proposed. The worldwide collaboration between
universities, suppliers, national programs and consortia around allowed the development
of strained silicon, high-k/metal-gate, novel device architecture such as FinFET, in manu-
facturing. In 2011 this effort was finalized and allowed to save the semiconductor and the
electronics industry.

Historically, the semiconductor industry provided the needed blocks to system inte-
grators. New products with enhanced performance than the previous ones were enabled
by an improved technology. The pace at which the whole electronics industry ecosystem
was moving forward was guided by the Integrated device manufacturers (IDM) together
with software companies for operating systems and applications. The transistor scaling,
the challenges to be overcome, the performance of integrated circuits were forecasted by
the NTRS and IRDS Roadmaps.

In the last 15 years, system integrators have regained full control of the business
model due to the development of design houses and foundries that have revolutionized
the semiconductor industry. System requirements are driving any new product design
cycle and related needs are transmitted through the manufacturing production chain to
the semiconductor manufacturers. The design of a new PC is presently not triggered by
a faster processor, and on the contrary new ICs and other functionalities are required by
the design of a new smart phone. On the other hand, limits of traditional 2D integration
lead to a substantial challenge for semiconductor industry to continue scaling at historical
rates. In 2016, the introduction of new very innovative 3D transistors, memory cells and
other 3D IC structures has launched another revolution in the way ICs will be designed
and produced in the next decade.

4. The New Computer Industry

Bipolar devices, proposed at the end of the 1940s, were the first transistors fabricated
at the beginning of the electronics era. However, the Si CMOS technology, proposed in
1960, were developed in the following decades and became the main one for both logic
and memory devices. Nevertheless, in the middle of the first decade of the new century
we faced again power limitations inducing performance saturation. The solution to this
challenge, which became the standard, was the use of multiple cores processing in parallel,
which saved computational performance while retaining reliable power control.

However, the resulting rate of improvement was not as good as the previous ones
(Figure 1).

It became clear to system designers that in order to improve performance it was no
longer possible to seek for a common solution for many applications, but it was needed
to develop alternative architectures, which was not based on the Von Neumann approach
proposed in 1945 for solving specific problems. These solutions include neuromorphic
computing, approximate computing, reversible computing, in-memory computing, and
quantum computing for some special applications.
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5. SoC and SiP

In the past 15 years, the electronics industry has substantially changed due to the
pervasive deployment of mobile phones, Wi-Fi stations, together with the success of
joint work between foundries and fabless companies. Today, the conception, design, and
realization of any ICs by system integrators do not need integrated device manufacturers,
including the integration of multiple functionalities in a single chip (System on Chip/SoC)
or multiple dice in a single package (System in Package/SiP). These strategies of integration
allow to reduce the cost and increase the efficiency compared with the assembly of many
components on a board (PCB). They also allow to reduce the size of the functionalities
for mobile products with confined environments. The development of heterogeneous
monolithic integration is more complex than the SiP one and requires one or two more
technology generations to be launched. In order to increase system performance, the
combination of SoC and SiP could become a cost-effective solution.

System integrators are generally setting the pace for innovation for the electronics
industry. The integrated circuit industry has also helped provide innovative technological
building blocks to other industries that did not exist or were in their infancy before. Addi-
tional functionalities, such as MEMS, flat panel displays, sensors have been provided by
the IC industry to other ones, which allowed for the development of the More than Moore
(MtM) field, which began to be discussed in 2006 by the ITRS.

6. Power Challenge

In the beginning of the first decade of this century thermal limits have been reached by
advanced integrated circuits. It was not possible to simultaneously increase the frequency
of operation together with the number of transistors. It was decided to continue to increase
the number of devices and to limit the frequency in the range of a few GHz. In the past
5–10 years, novel materials and device architectures have been proposed to alleviate this
challenge. Complex software algorithms were also developed to increase performance,
changing at the same time the processor architecture from single to multi-core. The combi-
nation of the output of the multiple cores, each core operating at a lower frequency, allow
to recover the performance for a given application. However, some problems can only use
a serial operation, and therefore this strategy does not represent a universal solution.

https://developer.ibm.com/articles/j-java-streams-4-brian-goetz/
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Nevertheless, communication with mobile devices using Wi-Fi access have been up
to now not impacted by these frequency and power limitations, due to their moderate
frequency and power operations. However, the development of 5G will significantly change
these considerations and these limits will have to be reconsidered.

7. Internet of Things, Internet of Everything (IoT, IoE)

These last 25 years, the Internet has had a revolutionary impact on many domains,
including the rise of electronic mail, instant messaging, voice over Internet Protocol (VoIP)
telephone calls, and the World Wide Web. The internet has dramatically increased the
worldwide connectivity with many new applications in the past 25 years, with data trans-
missions beyond 40-Gbit/s. A total of 1% of the telecommunicated information was
transmitted by internet in 1993 and up to 97% in 2007!

The Internet of Things and of Everything are now leading to ubiquitous communica-
tions with the help of innovative functionalities at affordable costs driven by the progress
of semiconductor industry. In the future, innovative materials, devices, circuit design,
functionalities including autonomous ubiquitous nanosystems, 3D integration, system
architectures will lead to a new revolution for the computers and electronic products (see
for instance NEREID and Rebooting Computing websites for more details).

8. The 3 Eras of Scaling

The self-aligned silicon MOSFET planar process was invented in the late 1960s. Geo-
metrical scaling was dominant till the 1990s, with a bottom-up approach for new systems
based on continuous increase of the performance of transistors leading to better micropro-
cessors and memory products. However, the MOS transistor was completely restructured
in 1998 to overcome identified major bottlenecks.

Therefore, a new era, the “equivalent scaling”, based on strained silicon [8,9], high-
κ/metal gate [10], raised Source/Drain [11], multigate [12] specially FinFET [13] or Gate-
All-Around (GAA) [14], was launched at the end of the 1990s. This novel strategy allows
to reduce the historical time of ~25 years for the development of major transistor innova-
tions to less than half in and to save the semiconductor industry, which introduces these
innovations by 2011 into high volume manufacturing (Figures 2 and 3).
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In 2013 ITRS the limits of 2D integration were forecasted with dimension of a few nm
planed for the 2020s (Figure 4). Flash memories were the first product facing this problem,
and in 2014 announcements were made by several companies that they planned to use the
third dimension, launching the third generation of transistor scaling (Figure 5).
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The name “3D Power Scaling” was proposed by the IRDS highlighting the future
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Figure 6 shows the three eras of transistor scaling discussed previously.
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9. The Continuously Evolving Supply Chain

The semiconductor industry was revolutionized by the development of the PC (per-
sonal computer) adopted by consumers having continually different needs for novel prod-
ucts. This was an unprecedented situation for this industry, which was able to respond to
these requirements with the combination of Intel as IDM and Microsoft as the software
provider. The supply chain model was completely changed by the advent of the iPhone and
iPad in 2007 and 2010, respectively, showing that system integrators were able to design
their products and chips, followed by a successful foundry manufacturing. Since that time,
this new model controls the electronics industry growth.

https://www.samsung.com/semiconductor/global.semi.static/2bit_V-NAND_technology_White_Paper-1.pdf
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Cell phones and Wi-Fi notebooks were adopted by the business community and also
by consumers. In a single device it is now possible to integrate all the functionalities of the
PCs and other equipment, including, pictures, books, songs, etc. Recently, in 2020 due to
the pandemic the market of PCs and notebooks has regained a significant growth.

On the other hand, a huge growth was observed from 122 million in 2007 to 1.5 billion
smartphones in 2017, with some saturation and a decline for the first time in 2020 (Figure 7).
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In recent decades, Moore’s Law has been driven by the downscaling of dimension,
innovative circuit architecture, larger die and improvement of the yield. Lithography tools
have substantially progressed every 2 years till the advent of EUV (extreme UV) using
13.5 nm illumination, which took a long time to be optimized due to the weakness of
power sources to expose wafers fast enough needed for economic purposes, in order to
avoid multiple exposures. Flash memory producers used these last years a workaround by
stacking more than 100 memory cells on top of each other in order to obtain a high density
without the use of the most advanced lithography tools; this solution is not adopted yet
by logic manufacturers. The EUV equipment was launched in 2018 in pilot lines, using a
power source of more than 100 watts. Several tens of tools were recently delivered in high
volume manufacturing lines, able to resolve lines and space with a single exposure with
a 36 nm pitch, corresponding to the 18 nm node using the right definition. However, the
industry misnamed this technology generation using the 5 nm label.

Bringing the Node Nomenclature Back to Normal

Technology nodes were previously defined from 1992 by NTRS, ITRS and IRDS by the
densest metal layer to be found in any integrated circuit leading to the smallest pitch. Half
pitch of the tightest metal layer was the original definition of the node (Figure 8), which
was correlated to the gate length of the devices till the 1990s, leading to both density and
performance with a single number. A new technology generation used dimensions of 70%
of the previous one.
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Since the mid-1990s, a 2-year cycle for microprocessor technologies was adopted
instead of the previous 3–4 years cycle, due to the adoption of the PC by the consumers.
The demands of higher performance induced a faster evolution of the gate length of the
MOSFETs with a 60% reduction compared to the previous generation, and an averaging
of the dimensions of the gate length and half-pitch to define the node name. Later on,
some companies used only the gate length to define the technology name, and finally a
70% reduction of the node name was proposed compared with the previous generation,
independently of the real physical dimensions! (See Figure 9.)
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Figure 11. IRDS Roadmap for the next years. Notes: Mx—Tight-pitch routing metal interconnect,
IDM—integrated device manufacturer, FinFET—fin field-effect transistor, LGAA—lateral gate all
around, EUV—extreme ultraviolet, NA—numerical aperture, Ge—germanium, SiGe—silicon germa-
nium. RMG—replacement metal gate, VLSI—very large-scale integration, W2W—wafer to wafer,
D2W—die to wafer, Mem-on-Logic—memory on logic.

In Figure 11, the following parameters are reported:

- Top line: year for the introduction of a given technology into manufacturing;
- Second line: details of the node, with G indicating the dimension of the contacted

gated pitch and M the dimension of the tightest metal pitch;
- Third line: “industry labeling” of technology, not correlated to reality.

The reduction of the contacted gate pitch is used mainly for the increase of the tran-
sistor density, and does not have a great influence on the performance of ICs due to the
severe power limitations mentioned above. The semiconductor industry mainly focused
on the reduction of power consumption, which had become a major issue. The speed of the
transistors is still progressing but not at the same rate as the one in the 1990s.

In any case, Moore’s Law and the associated scaling will continue in the next 10 years
allowing for substantially increased transistor density.
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However, feature scaling will reach fundamental limits in the next decade (around
7–8 nm), as shown in Figure 12, which is consistent with the prediction of the equipment
industry. However, in the 2030s, other computing architectures will be able to significantly
contribute to the advancement of the electronics industry.
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10. 5G and Beyond Roadmap Has Become the “International Network
Generations Roadmap”

The operational frequency of the cell phones started from 800–900 MHz in the 90 s
with the (GSM) Global System for Mobile Communications to presently 2500–2700 MHz
ranges for 4G and LTE.

In the past few years, the 5G communication infrastructure, with higher frequencies
was launched. In 2017 IEEE decided to launch a new network roadmap for 5G due to the
complex transition between the different communication eras. Indeed, 5G is a broad new
platform covering multiple aspects of communications, including multiple bands up to the
20–40 GHz and ~60 GHZ ranges. Therefore, the roadmapping effort was named the INGR
(International Network Generations Roadmap) to encompass novel network solutions. The
collaboration between IRDS and INGR has been strengthened these last years.

The capabilities of ICs can cover these new frequency ranges. Different technologies,
such as Wi-Fi, 4G-LTE, and communication for TV programs, developed with different mar-
ket models and applications, are now contending for similar targets and solutions. Is this a
recipe for some type of unification and/or consolidation among all these business models?

11. Data Centers

A continuous increase of gigantic clusters of servers and memory banks, called “data
centers” (Figure 13), has been observed due to the exponential demand of data transfer and
information. The dramatic increase of their power consumption has reached a range of
hundreds of megawatts, needing complex cooling techniques. Fiber optics allow communi-
cations with low attenuation specially for long distance, but the traffic within data centers
is a bottleneck (Figure 14).
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The advent of multicore processors was used to “host” different operating systems in
each of the cores, which was useful to address different applications leading to a substantial
increase in efficiency. The data transfer in these data centers moved from 1 Gigabit Ethernet
(GbE) links out of a server rack a decade ago to 100 GbE today and 400 GbE very soon,
needing single mode fibers to satisfy these requirements.

12. Product Confluence and Technology Fusion

CMOS technology and derivatives is up to now at the core of many applications
together with the Von Neumann architecture for the link between logic and memory. Will
these technologies remain the main ones for the next decades? Indeed, substantial research
efforts have been performed these last two decades for novel devices using new materials
such as phase-change and resistive ones, novel physical mechanisms, such as TFETs (Tunnel
FETs) and NCFETs (Negative Capacitance Ferroelectric FETs) and alternative technologies,
including 3D integration, bottom-up process and alternative architectures (neuromorphic
computing, quantum computing) [15–22].

Will 5G become the all-pervasive technology for cell phones, Internet devices and
other applications?

It is in any case clear that devices and systems can no longer be developed inde-
pendently. The electronics industry is now driven by many different products and the
ITRS, which had a technology-driven bottom-up approach, had to move to the IRDS
where application-driven, top-down requirements and bottom-up technology challenges
are converging.
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13. System Integration

We generally need multiple sub systems to be integrated in a system to satisfy the
requirements for diverse functionalities, leading to possible reliability and cost issues.
However, evolving technology capabilities, using monolithic or heterogeneous integration
at the die level, or integration at the package level, allow one to make substantial progress
that is able to overcome these challenges, the selection being made for each application.

Historically, heterogeneous integration has been launched using a printed circuit
board (PCB) with an electrical connection of different electronic components using conduc-
tive tracks and pads. More recently flip chip (FC) technology associated with 2.5D tight
integration, and through silicon vias (TSV) 3D stack HBM (high bandwidth memory) has
become available. For example, these techniques have been used to stack the memory
on top of the logic in order to reduce the computing delay, which is mainly due to the
logic-memory connection.

14. More Than Moore and Packaging Integration

For smart system applications, heterogeneous integration of digital, analog and mixed-
signal technologies is needed. This More than Moore (MtM) domain was firstly introduced
in the framework of ITRS in 2005, then it was fully integrated in the NEREID and IRDS
Roadmaps in the last decade. At the same time, the Roadmaps became mostly application
driven instead of only technology driven. This new paradigm is associated with the need
of multidisciplinary expertise along the complete innovation chain to develop generic
technology modules, which can be made available on open technology platforms.

MtM includes innovative functionalities, in addition to logic and memory, such as
RF communication [23], sensing [24], energy harvesting and management, power devices,
flexible electronics. Complex embedded software needs also to be integrated into SoCs and
SiPs to optimize performance scaling.

The Packaging Contribution

Several advancements in Flip Chip technologies have contributed to develop a viable
and cost-effective approach. It is now used in many applications: microprocessors, low-cost
GaAs power amplifiers, back-illuminated sensors (BIS) imaging chips, flat panel displays,
lasers, LEDs, 3D stacked chips including logic chips and HBM memories.

All of the above systems specifications dictate the requirements for the semiconductor
industry.

15. Beyond Dimensional Scaling

The combination of 3D scaling using monolithical (SoC) and heterogeneous (SiP)
techniques will enable the integration of a higher density of devices in a well-defined
area/volume according to Moore’s Law for the next two decades. However, physical,
topological or technological limits could be reached at the end of this decade.

When overall 3D topological limitations will be reached it will not be possible to
increase the number of devices in an IC; but is it possible to increase performance with a
given number of devices with the same size?

An example of possible solutions is given by Flash memory products, with a storage
of up to 4 bits in a single cell. Another possible solution using a multi-bit approach is given
by a new way of computing: the Quantum Information Processing.

Quantum Information Processing (QIP)

Quantum computing relies on quantum bits (qubits), a qubit being a quantum-
mechanical superposition of 0 and 1, which can be correlated through quantum entan-
glement. A massive quantum parallelism on a single quantum core can be use in the
framework of this new paradigm. Quantum mechanics mainly applies at the atomic level,
but it can be used in circuits based, e.g., on superconducting or spin qubits operating at
very low temperatures. This new computing approach is not universal in order to solve all
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problems but could be exponentially more efficient for several applications. QIP is facing
many challenges that have to be solved in the next decades.

Another approach utilizing more than one bit in a physical location consists of quan-
tum annealing. This method, related to adiabatic quantum computing, is an approach
in which binary variables are represented with qubits, each of which is initialized into
a superposition of 0 and 1. However, hybrid cooperation with a classical computer is
highly recommended.

Another class of quantum computing is the quantum gate model, using quantum logic
gates to achieve a general-purpose quantum computer, creating a quantum von Neumann
architecture using quantum gates instead of classical gates. Potential applications include
classically challenging computational problems, such as factoring large numbers, database
search, portfolio optimization, machine learning, and combinatorial optimization.

It should however be pointed out that most of the results of quantum computing
calculations will often need additional data manipulation to become practically useable
using classical computers.

16. Overall Roadmap Systems and Technology Characteristics (ORSC and ORTC)

The Overall Roadmap Systems Characteristics (ORSC) is given in the following Table 1,
showing the main figures of merit as a function of the time horizons for very important
applications: Cloud Computing, Mobile, Internet of Things, and Cyber Physical Systems.

Table 1. Overall Roadmap System Characteristics for the different applications (in yellow: 5G maximum
data rate).

2020 IRDS Driver (Exec Summary) Prep—ORSC

YEAR OF INTRODUCTION 2019 2020 2022 2025 2028 2031 2034

Cloud Computing (CC)

# Cores per Socket 38 42 50 62 70 70 70

Processor Base Frequency (for multiple cores together) 3.00 3.10 3.30 3.60 3.90 4.20 4.5

L1 Data Cache Size (in KB) 36 38 40 42 44 44 44

L1 Instruction Cache Size (in KB) 48 64 96 128 160 160 160

HBM Bandwidth (TB/s) 2.4 2.4 6 6.6 6.6 6.6 6.6

Into-Out of Server Data Rate/lane (Gb/s) (Package) 56 56 56 56 56 100 100

Socket TDP (Watts) 226 237 262 303 351 387 425

SA Mobile Table—Focus Drivers Line Items

# CPU cores 10 10 12 18 25 28 30

# GPU cores 16 32 32 64 128 256 512

Max Freq (GHz) 2.8 3.0 3.7 4.9 6.5 8.6 11.5

Cellular Data rate (Mb/s) 22 22 1000 1000 1000 1000 1000

5G Maximum Data Rate (Gb/s) 1 5 5 7 10 20 50

# Sensors 6 8 10 12 12 16 16

Board Power (mW) 5096 5351 5899 6829 7906 9152 10594
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Table 1. Cont.

2020 IRDS Driver (Exec Summary) Prep—ORSC

SA IoT Table—Focus Drivers Line Items

CPUs per device 1 2 2 4 6 8 8

Max CPU Frequency (MHz) 277 300 310 325 341 357 375

Energy Source (B = battery, H = energy harvesting) B + H B + H B + H B + H B + H B + H B + H

Sensors per device 4 4 8 12 16 16 16

SA CPS Table—Focus Drivers Line Items

Number of Devices 64 64 64 128 256 512 512

CPUs per Device 4 4 8 12 12 16 16

The number of CPU or GPU cores continues to increase in the next decade. Frequency
of operation will continue to increase especially for mobile systems but only moderately
for other applications. However, power dissipation will remain an important challenge
which needs to be taken into account.

Table 2 gives the Overall Roadmap Technology Characteristics for logic, DRAM and
Flash memory devices as a function of time horizons.
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Table 2. Overall Roadmap Technology Characteristics.

2020 IRDS Executive Summary Drivers—ORTC

YEAR OF PRODUCTION 2019 2020 2022 2025 2028 2031 2032 2034

Logic device technology naming: NEW node defintion G54M38 G48M36 G45M24 G45M20 G40M16 G38M16T2 G38M16T3 G38M16T4

Logic industry “Node Range” Labeling (nm) “7” “5” “3” “2.1” “1.5” “1.0 nm eq” “1.0 nm eq” “0.7 nm eq”

Logic device structure options FinFET FinFET FinFET
LGAA LGAA LGAA VGAA LGAA-3D

VGAA
LGAA-3D

VGAA
LGAA-3D

VGAA

LOGIC CELL AND FUNCTIONAL FABRIC TARGETS

Average Cell Width Scaling Factor Multiplier 1 0.9 0.9 0.9 0.9 0.9 0.9 0.9

LOGIC DEVICE GROUND RULES

MPU/Soc M0 1/2 Pitch (nm) 18 15 12 10.5 8 8 8 8

Physical Gate Length for HP Logic (nm) 20 18 16 14 12 12 12 12

Lateral GAA (nanosheet) Minimum Thickness (nm)

Minimum Device Width (FinFET fin, nanosheet, SRAM)
or Diameter (nm) 9 7 6 7 6 6 6 6

LOGIC DEVICE Electrial

Vdd (V) 0.75 0.7 0.7 0.65 0.65 0.6 0.6 0.6

DRAM TECHNOLOGY

DRAM Min half piutch (nm) 18 17.5 17 14 11 8.4 8.4 7.7

DRAM Min Hal Plich (Calculatod Half plich) (nm) 20.5 17.5 18.5 15 12 10 10 8.5

DRAM Coll slzo Factor: aFˆ2 6 6 4 4 4 4 4 4

DRAM Gb/1chip target 8 8 16 16 32 32 32 32
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Table 2. Cont.

2020 IRDS Executive Summary Drivers—ORTC

YEAR OF PRODUCTION 2019 2020 2022 2025 2028 2031 2032 2034

NAND Flash

Flash 2D NAND Flash unconfacted poly 1/2
pitch-F(nm)2D 15 15 15 15 15 15 15 15

Flash Product highost densilty (indpendent of 2D
or 3D) 512G 1T 1T 1.5T 3T 4T 4T 4T+

Flash Product Maximum btell (2D_3D) 2_4 2_4 2_4 2_4 2_4 2_4 2_4 2_4

Flash 3D NAND Maximum Number or Momoy Layers 48–65 64–96 96–128 128–192 256–384 384–512 384–512 512+
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17. IRDS: Summary of the International Focus Teams (IFT)
17.1. Applications Benchmarking (AB)

The aim of the AB IFT in the IRDS is the identification and periodic update of key
application drivers, and to the performance of these applications as a function of the
time horizons.

17.2. Systems and Architecture (SA)

A top-down, system-driven 15-year roadmapping addressing key market drivers of
the semiconductor industry is performed in the SA IFT.

17.3. Outside System Connectivity (OSC)

In the OSC IFT in the IRDS the identification and assessment of capabilities needed
to connect very different elements in the Internet of Everything (IoE) era is carried out
together with the highlight technology needs and gaps. Applications include mobility,
aerospace, home, factory, data centers and warehouses.

17.4. More Moore (MM)

The physical, electrical and reliability requirements for logic and memory technolo-
gies are at the core of the MM IFT in order to sustain More Moore applications (Power,
performance, area, cost scaling for big data, mobility, cloud, IoT and server), including the
transition from 2D to 3D integration.

17.5. Beyond CMOS (BC)

The mission of the BC IFT is to survey and assess the most promising future informa-
tion processing technologies, which could be useful to overcome some CMOS limits, for
instance in the field of power consumption.

17.6. Cryogenics Electronics and Quantum Information Processing (CE&QIP)

The catalog and evaluation of CEQUIP technologies is the goal of this IFT. It assesses
the status of technologies in the areas of low temperature electronics and quantum informa-
tion processing. It covers cryogenic electronics for temperature below −150 ◦C, including
semiconductor and superconductor devices. On the other hand, quantum information
processing using qubits is also addressed in this chapter.

17.7. Packaging Integration (PI)

This IFT is devoted to packaging integration, which is the last manufacturing process
for functional products. Packaging includes electrical connections for signal transmis-
sion, power input and voltage control. It also aims to overcome thermal dissipation and
reliability issues.

17.8. Factory Integration (FI)

The focus of factory Integration focus is to ensure that the semiconductor-manufacturing
infrastructure is able to produce items at affordable cost and high volume. This includes
yield improvement to near 100% and wafer size increases.

17.9. Lithography (L)

The Lithography IFT focuses on patterning technology for the production of high-
performance logic, DRAM, and Flash chips. EUV (Extreme Ultraviolet Lithography) is now
the leading-edge technique thanks to the reduction of the development cycle and manufac-
turing cycle times, the decrease of the numbers of patterning levels and overall complexity.

17.10. Yield Enhancement (YE)

The Yield Enhancement is devoted to the optimization of the semiconductor man-
ufacturing. The production of the maximum number of functional units if at the center
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of the YE IFT. Avoiding defects, contamination and variability is the main goal of the
manufacturing techniques.

17.11. Metrology (M)

Emerging measurement challenges from devices, systems, and integration is the main
mission of the metrology IFT. This chapter covers CMOS, beyond CMOS, communication
devices, More than Moore devices, materials and structures, as well as process control and
failure analysis.

17.12. Environment, Safety, Health, and Sustainability (ESH/S)

The ESH/S IFT addresses critical Environment, Safety, Health and Sustainability
challenges for future manufacturing technologies and identifies key new markets and
opportunities.

17.13. More Than Moore (MtM)

The MtM chapter of the IRDS covers non-digital functionalities that do not necessarily
scale according to Moore’s Law, which are needed for future smart electronics nano-systems,
It includes sensors, actuators, energy harvesting and management, flexible electronics and
power devices.

18. Conclusions

In this paper the international effort to map the future of nanoelectronics from materi-
als to systems for the new electronics industry has been presented.

The following sections have been highlighted: the Roadmap structure with the interna-
tional teams, the methodology and historical evolution, the various eras of scaling, the new
ecosystems and computer industry, the evolving supply chain, the development of SoC
and SiP, the advent of the Internet of Everything and the 5G communications, the dramatic
increase of data centers, the power challenge, the technology fusion, heterogeneous and
system integration, the emerging technologies, devices and computing architectures, and
the main challenges for future applications.
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