
applied  
sciences

Article

The Modified Void Nucleation and Growth Model (MNAG) for
Damage Evolution in BCC Ta

Jie Chen 1, Darby J. Luscher 2 and Saryu J. Fensin 1,*

����������
�������

Citation: Chen, J.; Luscher, D.J.;

Fensin, S.J. The Modified Void

Nucleation and Growth Model

(MNAG) for Damage Evolution in

BCC Ta. Appl. Sci. 2021, 11, 3378.

https://doi.org/10.3390/app

11083378

Academic Editor:

Alberto Campagnolo

Received: 18 February 2021

Accepted: 4 April 2021

Published: 9 April 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Materials Science in Radiation and Dynamic Extremes Group (MST-8), Materials Science and Technology Division,
Los Alamos National Laboratory, Los Alamos, NM 87545, USA; cjenjie@mail.ustc.edu.cn

2 The Fluid Dynamics and Solid Mechanics Group (T-3), Theoretical Division, Los Alamos National Laboratory,
Los Alamos, NM 87545, USA; djl@lanl.gov

* Correspondence: saryuj@lanl.gov

Abstract: A void coalescence term was proposed as an addition to the original void nucleation
and growth (NAG) model to accurately describe void evolution under dynamic loading. The new
model, termed as modified void nucleation and growth model (MNAG model), incorporated analytic
equations to explicitly account for the evolution of the void number density and the void volume
fraction (damage) during void nucleation, growth, as well as the coalescence stage. The parameters
in the MNAG model were fitted to molecular dynamics (MD) shock data for single-crystal and
nanocrystalline Ta, and the corresponding nucleation, growth, and coalescence rates were extracted.
The results suggested that void nucleation, growth, and coalescence rates were dependent on the
orientation as well as grain size. Compared to other models, such as NAG, Cocks–Ashby, Tepla, and
Tonks, which were only able to reproduce early or later stage damage evolution, the MNAG model
was able to reproduce all stages associated with nucleation, growth, and coalescence. The MNAG
model could provide the basis for hydrodynamic simulations to improve the fidelity of the damage
nucleation and evolution in 3-D microstructures.

Keywords: void nucleation; growth and coalescence; damage; Tantalum; molecular dynamics

1. Introduction

Under dynamic loading, ductile metals fail by nucleation of voids at weak regions
in the microstructure followed by growth and coalescence of these voids until complete
failure. In this process, many contributing factors, including the exact loading condition
(which determines the stress history), the weak spots (heterogeneities such as pre-existing
and as-nucleated defects and grain boundaries that act as void nucleation sites), as well as
the required stress at which voids start to nucleate and grow, dictates where, when, and
at what rate damage accumulates in the microstructure and the overall failure behavior.
Understanding the micro-mechanisms and kinetics of the above processes is critical to
predicting damage evolution in a given microstructure, as well as establishing guidelines for
the design of damage-resistant microstructures. As a result, many efforts have been devoted
to understanding damage nucleation and evolution under such loading conditions [1,2].
For example. Javier et al. investigated the orientation and size effects on void growth
behavior in both single-crystal [3,4] as well as polycrystalline microstructures [5].

In this work, we focused on a special case of failure that occurs under uniaxial tensile
strain and high strain rate, i.e., spall failure. Spall fracture is a dynamic failure process
characterized by nucleation, growth, and coalescence of voids leading up to the complete
failure of the material [6,7]. During spall failure, the generated strain rates in the material
are typically in the order of 104–108 s−1, depending on the loading platform, resulting in
damage initiation and growth in a very short time. The fine temporal and spatial resolution
involved with measuring void nucleation and growth rates make it a challenging problem
for measuring experimentally. For example, in laser-induced shock, under an average strain
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rate of 107–108 s−1, spallation takes place in a matter of a few nanoseconds [8]. While there
had been work done for understanding the origins of void nucleation in metals [9–12], only
a handful of works investigated the rate of void growth and coalescence as a function of
microstructure under shock loading [13–15].

A number of theories have been proposed in the past few decades to hypothesize
the mechanisms responsible for void growth under such loading. The majority of these
models fell loosely into two categories: diffusion-transport-based models and dislocation-
emission-based models. Cuitiño and Ortiz proposed a pipe-diffusion mechanism for void
condensation to account for void growth [16]. It was shown that the above diffusion-
transport-based models were only applicable under low to medium strain rate loading,
such as the ones generated during creep deformation, as the typical time required for voids
to grow to nanometer (nm) size through diffusion was in the order of microseconds to
seconds [17]. Under high strain rate loading, such as laser-shock loading, which typically
lasts for a few ns [18], there was not enough time for voids to grow to even nm size based
on these diffusion models. Under such high strain rate loading, dislocation-emission-
based models are used to describe void growth [19–21]. For example, Lubarda et al. [17]
proposed the generation of geometrically necessary dislocations (prismatic and shear loops)
to be responsible for void growth, which was reminiscent of the dislocation-emission-
governed crack blunting mechanism proposed by Rice et al. [22]. In general, prismatic
loops were generated at the surface of a void and transported material away from the
void surface, leading to void growth, whereas shear-loops could lead to an octahedral
shape of the void because they nucleated on the slip planes that intersected the void
surface. The observation of slip bands emanating from void surfaces in Cu rendered
support to the shear-loop-emission-governed void growth [23,24]. It was further shown
that the critical stress required for dislocating emission from the surface of a void decreased
with its radius [17,25], indicating that void growth governed by dislocation emission
should proceed exponentially with time. Remington et al. showed that, under laser shock
compression and release, spallation occurred primarily at the grain boundaries in poly-
and ultra-fine-grained Ta and proposed a dislocation-emission-based model to explain the
faster intergranular void growth rate [8]. Another dislocation-based crystal-plasticity-based
model proposed by Thao et al. suggested that local stress concentration generated by elastic
and plastic anisotropies across a Grain boundary (GB) was a dominant factor in determining
its propensity to nucleate and grow voids at GBs [15]. Moreover, continuous void growth
upon nucleation was governed by the retarding effects of dislocation kinetics and micro-
inertia of the material, incorporated through dislocation-based plasticity and relativistic
drag-based visco-plasticity, respectively [26]. For example, Wilkerson et al. proposed a
dislocation-kinetics-based void growth model [27] that was able to reproduce the void
size distribution in spall surfaces of laser-shocked Cu as observed experimentally [28].
In addition to these works, there were also efforts to combine the above two models to
investigate both creep and ductile failure [29].

Based on these theories, a few analytical models were developed to explicitly address
the kinetics of void nucleation and growth processes, thus allowing for the prediction
of damage evolution over time. For example, Cocks and Ashby formulated evolution
laws governing damage rate and strain rate, assuming void growth through the power-
law creep mechanism [30]. However, the Cocks–Ashby model predicted void growth
at low strain rates as the ones observed during creep only and did not deal with void
nucleation kinetics. In general, Cocks–Ashby model was only applicable to the growth of
a uniform dilute distribution of identical voids under low strain rate loading. Based on
macroscopic observations of ductile fractures in Cu and Al during 1-D flyer-plate impact
experiments, Seaman et al. proposed void nucleation and growth model (NAG model),
wherein evolution laws for both nucleation and growth were incorporated based on a
statistical treatment of void distribution, rather than a single void [31–33]. A newer model
developed by Tonks [34] extended the Cocks–Ashby model for application to high strain
rate loading, including a nucleation model and early void growth behavior intended to
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represent the dynamic stress release upon nucleation. Under a narrow set of stress states,
the driving force for void growth behavior in this model was equivalent to the tensile
plasticity (TEPLA) model introduced by Addessio and Johnson [35]. The latter model was
an extension of the Gurson-based pore growth threshold surface to dynamic conditions [36].
Along the same lines, a few spallation models were proposed to predict the variation in
spall strength with the strain rate based on void nucleation and growth dynamics [37,38].
Additionally, a variety of constitutive models were proposed to investigate the effect of
void size and shape, stress triaxiality, and anisotropy on damage nucleation [39–49]. Most
of these models were parameterized to specific experimental data to reproduce results in
that narrow range of loading conditions only [50–52].

Efforts were also made to apply the aforementioned analytical models to void evolu-
tion data extracted from molecular dynamics (MD) simulations for Face Centered Cubic
(FCC) metals such as Cu and Al. For example, Rawat et al. studied the temperature sensi-
tivity of the NAG model parameters fitted to MD-predicted void evolution in single-crystal
Cu under triaxial expansion [53]. Another study on void evolution in single-crystal and
nanocrystalline Al under triaxial tension suggested, while the grain size could alter the
number of voids, it did not alter the overall void volume fraction. In general, the void
nucleation and growth threshold stresses obtained from the data fit the NAG model for
nanocrystalline Al, which were lower than in single-crystal Al [54]. However, as the above
models did not incorporate the dynamics of void coalescence, which is crucial to define
the later stage damage accumulation under high strain-rate loading; the applicability of
these models to the available experimental as well as MD dynamic loading data was
rather limited.

The objectives of this work were:

(1) To propose a modified NAG model, which we term as the MNAG model, to better
describe void evolution at later times through the addition of a term to describe
void coalescence. This robustness of this new analytical form was tested against the
other commonly used damage models by using void evolution data generated from
MD simulations.

(2) To evaluate and compare several widely utilized semi-analytical damage models
in terms of how well they could describe the void evolution behavior, as extracted
from MD shock loading simulations, using single-crystal and nanocrystalline Ta as
model systems.

(3) To utilize the extract parameters associated with void nucleation, growth, and coales-
cence rates from specific simulations and to provide insights into the role of crystal
orientation and grain size in dictating damage, which remained a challenge under
dynamic loading.

This paper is organized in the following manner: The computational methods are
presented in Section 2. Description of the MNAG model, its application to Ta, comparison
of MNAG model to other damage models, as well as the size effects are presented in
Section 3. Finally, a brief conclusion is presented in Section 4.

2. Computational Methods

Molecular dynamics shock simulations were performed using the flyer-plate impact
method wherein one-third of the system along the shock (Z) direction was chosen as the
flyer and impacted against the rest of the system with a velocity of 1 km/s. The dimen-
sions of the simulation cell used in this study were ~42 × ~42 × ~150 nm, containing
~15 million atoms. Additional details regarding the method can be found in [55]. Ta2 Em-
bedded Atom Method (EAM) potential developed by Ravelo et al. [56] was used to define
interatomic interactions. The MD simulations were carried out using the open-source
software LAMMPS [57], with a time step of 2 fs. The atomic configurations generated were
visualized with OVITO [58].

In order to calculate the void growth rate, it was important to first identify these voids.
This was achieved by dividing the system into cubic voxels where a void was defined as
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a cluster of two or more continuous (interconnected) empty voxels [9,59], with an edge
length of 4 Å. The region of interest here (spall region, shown in Figure 1) was the region
where maximum tensile stress was achieved and contained nearly all the voids in the
entire simulation cell. The evolution of the void number density and volume fraction was
obtained from this spall region, which was found to be about one-third of the total length
of the simulation cell along the shock direction. Here, we characterized the damage as
the void volume fraction. In this paper, all future mentions of void number density and
volume fraction referred strictly to the voids in the spall region only, rather than in the
entire simulation cell.

Figure 1. (a) Snapshot of (001) single-crystal Ta at the time associated with a maximum in void
number where atoms are colored based on the centrosymmetric parameters [60], (b) distribution of
the void volume fraction along the length of the simulation cell (Z direction).

3. Results and Discussion
3.1. The NAG Model

The NAG model, based on the Curran–Seaman–Shockey (CSS) theory [31,32], attributed
the evolution of the total void volume in a system to void nucleation and growth [31,32]. With-
out loss of generality, the initial volume was assumed to be unity. At a given time interval
∆t, the number density of voids due to the nucleation process, ∆NVn, is expressed as:

∆NVn = 8π∆t
.

Noexp(
max(σm − σn0, 0)

σn
), σm > σn0 (1)

∆NVn = 0, σm < σn0 (2)
The void volume, ∆Vn, due to the void number density, ∆NVn, is thus:

∆Vn = ∆NVn ∗ (kVs ∗ R0)
3 (3)

where
.

No is the base void nucleation rate, σm is the tensile stress, σn0 is the threshold stress
beyond which voids start to nucleate, σn is the reference stress for void nucleation, R0 is the
void nucleation radius, and kVs is a unitless scaling constant that we added here to account
for the initial size of voids. It is important to note that this parameter was not present in
the original NAG model. The void nucleation term contributed to a steady increase in the
total damage at the initial stage where void nucleation was dominant.

The void volume due to the void growth process, ∆Vg, in the original NAG model is
expressed as:

∆Vg = Vt ∗
(

exp

⌈
3
4

(
max(σm − σg0, 0

)
η

)
∆t

⌉
− 1

)
(4)
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where Vt is the current void volume, σg0 is the threshold stress beyond which voids start to
grow, and η is the material viscosity that dictates the void growth rate sensitivity. The void
growth term contributed to the exponential growth of damage following void nucleation.

In the original NAG model, the change in the number density of voids, ∆NV , was only
due to void nucleation:

∆NV = ∆NVn (5)
And the total change in the void volume, ∆V, was the sum of ∆Vn, ∆Vg:

∆V = ∆Vn + ∆Vg (6)

The damage D, as characterized by the void volume fraction, at time t, is:

D =
Vt

1 + Vt
(7)

where Vt is the current void volume. Typically, the above parameters in the NAG model
were obtained through calibration of the above equations to velocity-time data from exper-
iments, for example, in the continuum damage model DFRACT package [61]. Although
the NAG model provided a statistical treatment of void nucleation and growth process, it
lacked an explicit treatment of void coalescence, which was a crucial contributor to later
stages of damage accumulation. In addition, due to the lack of in-situ evolution of void
number density and damage data obtained through experiments, there was no way to
validate these parameters in terms of their capability to capture the full-time evolution of
void number density and damage.

3.2. The MNAG Model

In the MNAG model, we kept the original void nucleation and growth terms as
proposed in the NAG model but added the void coalescence term that accounted for
the evolution of the void number density as well as damage primarily during the void
coalescence stage. This model accounted for the long-term evolution of damage—a regime
where most models did not perform well.

3.2.1. Void Coalescence Term

Void coalescence dominated at later times when voids that had grown substantially
during the growth stage interacted with each other via the local stress fields [62]. The
probability of such void coalescence events was directly related to the number density as
well as the size of the voids. Here we assumed for simplicity that the change (reduction)
in the number density of voids due to void coalescence was linearly dependent on the
current void number density as well as the void radius at the growth stage. In addition,
we introduced the concept of the characteristic void size, Rt, as a measure of the ensemble
average void size. At time interval ∆t, the change in Rt, can be expressed as:

∆Rt = Rt

(
exp

⌈
1
4

(
max(σm − σg0, 0

)
η

)
∆t

⌉
− 1

)
(8)

This term is very similar in the analytical form to the void growth term in the original
NAG model.

Assuming a critical number density, kV , and critical void radius kR ∗ R0 beyond which
void coalescence took place, the reduction in the void number density due to coalescence is:

∆NVc = max(NV − kV , 0)
max(Rt − kR ∗ R0, 0)

Rc

∆t
tn

(9)

where NV is the current void number density, kV is the critical void number density above
which coalescence occurs, Rt is the current typical void radius, kR is a unitless scaling
constant for the critical void radius, R0 is the void nucleation radius, Rc is a void coalescence
reference radius with the same unit as Rt, and tn is a scaling constant for time and assumed
to be 1 ps.
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As we assumed spherical voids in this paper, the contribution to the void volume,
∆Vc, should be directly related to Rt

3 and expressed as:

∆Vc = Vc0 ∗ [max(Rt − kR ∗ R0, 0)]3∆t (10)

where Vc0 is the base void coalescence rate (units m−3 ps−1). Hence, the change in the void
number density, ∆NV , due to void nucleation and coalescence in the MNAG model is:

∆NV = ∆NVn − ∆NVc (11)

Additionally, in the MNAG model, we proposed that the change in the total void
volume, ∆V, in a time interval ∆t, should be:

∆V = ∆Vn + ∆Vg + ∆Vc (12)

The damage D could still be calculated based on Equation (7).
There were other models like Tepla and Tonks that incorporated the void coalescence

in their analytical forms (Tonks et al., 1999). Our results from the MNAG model were
compared to these models in later sections.

3.2.2. Stress Evolution

To derive the damage evolution from Equations (1)–(12), it was necessary to measure
the stress evolution as a function of time. Typically, the damage was modeled as a stress-
dependent quantity [63]. Here, instead, we treated stress as an independently varying
state and proposed the following expression to simulate the stress evolution observed in
MD simulations:

σm =
σspall

td ∗
(

t − tstart − to f f set

)2
+ 1

(13)

where σspall is the spall strength calculated from the pull-back signal in the free surface
velocity profile, tstart is the time at which void nucleation starts, to f f set is the delay in
attaining peak tensile stress following void nucleation, and td controls how fast the stress
decays and is unitless in this form. It was set to be 0.04 based on Figure 2 (to match the
modeling data). Figure 2 shows a simulated stress evolution vs. time as compared to the
average stress in the spall region measured in MD simulations. The goal here was to use
a general analytical form to obtain a faithful representation of the stress evolution in the
system, based on data that was easily accessible from experiments or other platforms. It
was noted here that the rate at which stress decays would depend on the loading rate, and
hence, td was specific to the loading condition used in the set of simulations in this work. In
addition, while σspall was easily calculated from experiments, advanced experiments using
diagnostics such as phase-contrast imaging will probably be required to get tstart and to f f set.

Figure 2. Stress evolution in (001) single-crystal Ta as a function of time under shock loading along
with the simulated stress evolution.
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3.3. Parameterization of the MNAG Model

In this section, we used some model molecular dynamics simulations to test the new
analytical form of the MNAG model against the void evolution data obtained from these
simulations. The MNAG model was also compared with other commonly used models
later in the paper. It is important to note that the parameters in Tables 1–3 were specific to
the simulation conditions used to obtain them. If the loading conditions were altered, there
should be a change in a few of the parameters. The goal here was to check the robustness
of the analytical form and not so much the specific values of the parameters. However,
in order to check the robustness of the analytical form, we also attempted to interpret the
physical meaning of the obtained parameters against the simulations and known damage
mechanisms as a function of microstructure.

Table 1. The initial parameters in the MNAG model obtained from shock simulations of single crystal Ta.

MNAG Parameters Regime Initial Value Calibrated
.

No Void nucleation 1.5 × 1022 m−3 ps−1 No
σn0 Void nucleation Pspall × 0.7 No
σn Void nucleation 5 GPa Yes
kVs Void nucleation 1 Yes
σg0 Void growth 5 GPa Yes
η Void growth 20 GPa ps No

kV Void coalescence 1.5 × 1024 m−3 No
kR Void coalescence 1 Yes
Rc Void coalescence 5 × 10−9 m Yes
Vc0 Void coalescence 1025 m−3 ps−1 Yes

to f f set Stress evolution 3 ps Yes

Table 2. Fitted MNAG parameters for different orientations in shock loaded single-crystal Ta.

Parameters (001) (110) (111)
.

No 1.5 × 1022 m−3 ps−1 1.5 × 1022 m−3 ps−1 1.5 × 1022 m−3 ps−1

σn0 14.32 GPa 14.47 GPa 15.24 GPa
σn 4.38 GPa 2.34 GPa 2.72 GPa
kVs 2.39 2.05 2.06
σg0 6.32 GPa 7.01 GPa 7.44 GPa
η 20 GPa ps 20 GPa ps 20 GPa ps

kV 1.5 × 1024 m−3 1.5 × 1024 m−3 1.5 × 1024 m−3

kR 1.12 1.28 1.51
Rc 4.63 × 10−9 m 7.41 × 10−9 m 8.23 × 10−9 m
Vc0 3.05 × 1025 m−3 ps−1 3.01 × 1025 m−3 ps−1 2.95 × 1025 m−3 ps−1

to f f set 4 ps 6.5 ps 7.5 ps

Table 3. Fitted MNAG parameters for nanocrystalline Ta.

Parameters 20 nm 10 nm 5 nm
.

No 1.5 × 1022 m−3 ps−1 1.5 × 1022 m−3 ps−1 1.5 × 1022 m−3 ps−1

σn0 11.66 GPa 12.24 GPa 13.38 GPa
σn 2.87 GPa 2.46 GPa 2.33 GPa
kVs 2.35 2.05 1.77
σg0 4.57 GPa 4.57 GPa 5.17 GPa
η 20 GPa ps 20 GPa ps 20 GPa ps

kV 1.5 × 1024 m−3 1.5 × 1024 m−3 1.5 × 1024 m−3

kR 0.64 0.62 0.79
Rc 3.71 × 10−9 m 4.52 × 10−9 m 7.24 × 10−9 m
Vc0 3.15 × 1025 m−3 ps−1 3.18 × 1025 m−3 ps−1 3.16 × 1025 m−3 ps−1

to f f set 3.5 ps 2.5 ps 2.5 ps
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3.3.1. Single-Crystal Ta

Table 1 shows a set of parameters used as initial values for the MNAG model. With
these initial values, the above equations were integrated over time to derive the full
evolution of void number density and damage, allowing the adjustable parameters to
vary in order to fit the MD data. Here, we fixed the base void nucleation rate

.
No at

1.5 × 1022 m−3 ps−1, void nucleation threshold σn0 at σspall × 0.7, material viscosity η at
20 GPa ps, and critical void number density kV at 1.5 × 1024 m−3. These parameters were
derived based on a preliminary fitting of the model based on data from single-crystal Ta.
In addition, the material viscosity chosen was close to the value reported in Ref. [64]. Such
treatment reduced the number of fitting parameters and resolved the problem of multiple
solutions during fitting. The fitting of the MNAG parameters was carried out using the
Extended Kalman Filter (EKF; [65]), where, starting from the initial set of parameters in
Table 1, the integration was performed with a time step to get the final damage and the
errors were propagated backward to update the parameters until convergence was reached
(as indicated by no appreciable change in the parameters). An integration time step of
0.2 ps was shown to be small enough to achieve convergence, as demonstrated in Figure
S4 in the Supplementary Materials.

Thus, there were seven adjustable parameters remaining in the MNAG model (high-
lighted in bold in Table 1). There were two adjustable parameters for the void nucleation
term: void nucleation reference stress σn and void size scaling constant kVs; one adjustable
parameter for the void growth term: void growth threshold stress σg0; three adjustable
parameters for the void coalescence term: critical void coalescence radius scaling con-
stant kR, void coalescence reference radius Rc, base void coalescence rate Vc0; and one
adjustable parameter for stress evolution: offset time for peak stress to f f set. Among all
these parameters:

• σn most significantly affected the void number density and the resulting damage due
to void nucleation: the lower the value of σn, the higher the rate of void nucleation;

• σg0 most significantly affected the growth of existing voids at tensile stress above σg0:
the lower the value of σg0, the higher the rate of void growth;

• Vc0 most significantly affected the slope of the quasi-linear growth during the void
coalescence stage: the greater value of Vc0 led to a higher rate of void coalescence.

The fitted number density and damage in single-crystal Ta along the (001), (110), and
(111) orientations are shown in Figure 3. Three stages of void evolution could be observed
in these plots: SI, SII, and SIII. SI (35–42 ps): the void number density increased rapidly
until it peaked; SII (42–45 ps): exponential growth of existing voids under high tensile
stresses; SIII (from 45 ps on): multiple coalescence events due to a high number density of
the voids (beyond the critical number density kV), which experienced significant growth
in SII. The contribution from void coalescence to the void volume increased smoothly
until ~48 ps. However, when the stress dropped below σn0 and σg0, the void nucleation
and growth became negligible. As such, Rt plateaus, and thus ∆Vc in Equation (10) was
reduced to a quasi-linear contribution term, i.e., asymptotic growth of voids [38]. It was
noted here that although we divided the void evolution into distinct stages, as discussed
above, the void nucleation and growth took place in both SI and SII, and void coalescence
took place in all stages, as could be observed from the right-hand panels in Figure 3. MD
snapshots showing damage distribution at various stages were provided in Figure S3 in
the Supplementary Materials.

Additionally, Figure 3 shows that the (001) orientation had a different time evolution
for void nucleation/growth compared to the (110) and (111) orientations. As can be seen
from Table 2, compared to the other two orientations, (001) had a (1) higher void nucleation
stress σn, which corresponded to a lower void nucleation rate; (2) lower void growth
threshold stress σg0, which corresponded to a higher void growth rate; and (3) higher base
void coalescence rate Vc0, which corresponded to a higher void coalescence rate. These
observations were in line with the trends shown in the right-hand panels in Figure 3.
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These differences were also highlighted in Figure 4 that shows snapshots of the single-
crystal Ta along the above three orientations at 50 ps. The average size of voids along
the (001) orientation (Figure 4a) was observed to be larger than that along the other two
orientations (Figure 4b,c). This arose from the void-growth-and-coalescence-dominated
failure along with the (001) orientation, as compared to void-nucleation-dominated failure
along the other two orientations. This had previously been linked to the propensity of each
orientation to nucleate twins under shock, which could act as void nucleation sites [66].
Since the parameters were in line with the actual snapshots highlighting the physics of
damage and failure in Ta, this example clearly showed that the parameters in the MNAG
model could be used to obtain mechanistic information about the damage evolution and
how it depended on the microstructure.

Figure 3. MNAG model fitted to single-crystal Ta along: (a) (001), (b) (110]), and (c) (111) orientation. The left-hand panels
show the evolution of the void number density and damage based on MD and the MNAG model parameters, and the
right-hand panels show the evolution of stress (σm) and the contribution from void nucleation, growth, and coalescence
terms over time based on the MNAG model.
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Figure 4. Snapshots of single-crystal Ta along (a) (001), (b) (110), and (c) (111) orientation at 50 ps. The atoms are colored
based on centrosymmetric parameters [60].

3.3.2. Nanocrystalline Ta

To further test the robustness of the MNAG model, additional shock simulations were
performed on modified microstructures in Ta—in this case, nanocrystalline Ta with varying
grain sizes. The fitted void number density and damage based on the MNAG model,
compared to the MD data, are shown in Figure 5 for nanocrystalline Ta with grain sizes
of 20 nm, 10 nm, and 5 nm. At the smaller grain size, there was a higher number density
of voids due to a greater fraction of grain boundaries that served as void nucleation sites.
However, the overall damage evolution did not show any significant variation in grain
size. In addition, from the right-hand panels in Figure 5, it could be observed that void
coalescence set in earlier in nanocrystalline Ta compared to the single-crystal Ta. This could
be explained by the fact that most of the voids nucleated at grain boundaries and, as a
result, coalesced relatively easily along the grain boundaries due to higher local stresses as
well as faster matter transport at the grain boundaries [67].

Figure 5. Cont.
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Figure 5. The MNAG model fitted to nanocrystalline Ta with different grain sizes: (a) 20 nm, (b) 10 nm, (c) 5 nm. The
left-hand panels show the void number density and damage based on MD and MNAG model, and the right-hand panels
show the contribution from void nucleation, growth, and coalescence term over time based on the MNAG model.

The fitted set of MNAG parameters for these simulations are listed in Table 3. With
the decrease in grain size, there was a decrease in the void nucleation stress σn, which
suggested a higher void nucleation rate due to a higher number of void nucleation sites at
a smaller grain size. The void growth threshold σg0 was similar for a grain size of 20 nm
and 10 nm but much higher for 5 nm suggesting arrested void growth at a small grain size
of 5 nm. For all the grain sizes, the void coalescence coefficient, Vc0, was similar suggesting
that the void coalescence rate was insensitive to the grain size in the range of grain sizes
considered here. Therefore, the spall failure was void-nucleation dominated at a smaller
grain size of 5 nm, and void-growth dominated at a larger grain size of 10 nm and 20 nm,
whereas the void coalescence rate was insensitive to the grain size. As a result, the final
amount of damage was similar for all grain sizes, as shown in Figure 5.

3.4. The MNAG Model: Comparison to Other Models

To evaluate the robustness of the MNAG model, its performance was compared to a
few commonly used damage models:

1. The original NAG model [31,32].
2. The Cocks–Ashby model based on the power-law creep [30,68].
3. The Meyer–JMAK treatment: the void growth model based on the Curran–Seaman–Shockey

(CSS) theory [31,32] and the Johnson–Mehl–Avrami–Kolmogorov (JMAK) equations [8,69–73]
proposed by Meyers et al. [8].

4. The Tepla model based on the Gurson model [35,41].
5. The Tonks model based on the pore growth solution proposed by Cocks [34,74].

The parameters for all of these models (that are described in detail in the Supplemen-
tary Materials) were obtained by fitting them to the same MD data for void nucleation,
growth, and coalescence generated from the shock-loaded (001) single-crystal Ta.

Figure 6a shows the fitted results of the original NAG model compared to the current
MD results. In general, the NAG model behaved similarly to the MNAG model during SI
and SII in terms of both void number density and damage. However, it failed to reproduce
the quasi-linear growth of voids at the later stage (SIII in Figure 6a), as void coalescence
was not accounted for in the original model. Based on the original NAG model, when σs
dropped below both σn0 and σg0, void growth ceased, and the damage showed a saturation
instead of a quasi-linear growth in SIII. Additionally, the original NAG model incorrectly
showed a continuous increase in the void number density in SII, which reached a steady
state in SIII; yet the void number density should actually decrease as voids continue to grow
and coalesce in SII and SIII. The Cocks–Ashby model in Figure 6b demonstrated a gradual
increase in damage accumulation until it reached ~0.1 and then increased exponentially.
This was different from the MD results that showed a steady increase in the damage
following an initial exponential growth. The Meyer–JMAK treatment in Figure 6c described
SI and SII quite well. Specifically, the damage evolution matched well with the MD results



Appl. Sci. 2021, 11, 3378 12 of 16

at
.

No = 7 × 10−7 m−3 s−1 until ~45 ps, after which void coalescence became significant
resulting in a large discrepancy between the model and the MD results. Such behavior was
similar to the original NAG model as they both were based on the Curran–Seaman–Shockey
(CSS) theory.

Figure 6. Damage evolution based on (a) the NAG model, (b) the Cocks–Ashby model with different choices of the
parameter n, (c) the Meyer–JMAK treatment with different choices of the parameter

.
No, (d) the Tepla and Tonks models

compared to the MD results for (001) single-crystal Ta. The three distinct stages SI, SII, and SIII are marked with dashed lines.

Figure 6d shows the results for the Tepla and the Tonks models. These two models
were shown to be identical for certain parameter constraints under purely hydrostatic
loading and could be fitted to reproduce either the early-stage behavior (SI and SII in
case 1) or the later stage (SIII in case 2) behavior, but not all stages simultaneously. The
above comparison clearly demonstrated that the MNAG model performed well in terms
of reproducing the damage evolution in all stages, unlike the other damage models that
excelled in accurately representing damage only at early or late times. More detailed
information on the above models can be found in the Supplementary Materials.

3.5. The MNAG Model: Size Effects

Additional simulations were performed to evaluate the sensitivity of the current
results of the system size. These simulations involved the use of larger cell dimensions
for the (001) single-crystal Ta and the re-fitting of the MNAG model parameters to the
new MD results. The evolution of the number density and damage as a function of the
system size is shown in Figure 7. This figure showed that the contribution from void
nucleation, growth, and coalescence to total void volume decreased with increasing cell
dimensions. This suggested that greater cell dimensions reduced the rate of all three stages
of damage evolution due to the lower strain rate involved (the strain rate was a function
of cell dimensions). The fitted void volume fraction was close to that of MD, although the
fitted void number density showed minor deviations from MD at larger cell dimensions.
However, the overall trends in void number density and damage did not change with the
system size, even though there were changes in the quantitative values. Therefore, the
analytical form of the MNAG model was general and could qualitatively represent damage
evolution as a function of time.
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Figure 7. The MNAG model fitted to (001) single-crystal Ta with cell dimensions of: (a) 63 × 63 × 225 nm, (b) 95 × 95 × 338 nm.
The left-hand panels show the evolution of the void number density and damage based on the MD and MNAG model, and
the right-hand panels show the evolution of stress (σm) and the contribution from void nucleation, growth and coalescence
term over time based on MNAG model.

4. Conclusions

The performance of a few common damage models was compared to the void num-
ber density and damage calculated from MD simulations using shock-loaded single-
crystal and nanocrystalline Ta as model systems. Damage models including, the NAG and
Meyer–JMAK treatment, performed well in reproducing the void nucleation and growth
stages of damage evolution. However, due to the lack of explicit terms related to void
coalescence, these models failed to accurately reproduce the long-time evolution of the void
number density and damage. The Tepla and Tonks models were able to reproduce either
the void nucleation and growth stag or the void coalescence stage alone but not all stages,
without the addition of other physical insights. In light of this, a modified void nucleation
and growth (MNAG) model was proposed, with the addition of a new term to represent
void coalescence. The form of the MNAG model was able to represent all stages of the
void evolution compared to the models shown above. It was important to note that the
MNAG parameters listed in this paper were specific to the simulation data used to fit them.
If the loading conditions or the materials were changed, it would alter the void nucleation
stress and, eventually, the total damage evolution. In that case, the MNAG model would
need to be reparametrized for those specific cases. In general, when the damage models
were used in hydrocode simulations, they were specifically parameterized to represent a
narrow set of data. There was no expectation that the same parameter sets could be used
interchangeably, irrespective of loading conditions or materials. While there was much
effort to develop more physics-based predictive damage models, current analytical models
that were parameterized based on experimental and modeling data continue to be used
widely to describe the damage in materials.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/app11083378/s1: Figure S1—Damage (void volume fraction) evolution based on Cocks-
Ashby model with different choices of n, as compared to MD results for [001] single-crystal Ta;

https://www.mdpi.com/article/10.3390/app11083378/s1
https://www.mdpi.com/article/10.3390/app11083378/s1
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Figure S2—Damage (void volume fraction) evolution based on Meyer-JMAK treatment, with dif-
ferent choices of

.
No, as compared to MD results for [001] single-crystal Ta.; Figure S3—Snapshots

of [001] single crystal Ta at different times.; Figure S4—Evolution of number density and volume
fraction of voids for [001] single-crystal Ta.
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