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Abstract: Cognitive infocommunications (CogInfoCom) is a young and evolving discipline that is at
the crossroads of information and communication technology (ICT) and cognitive sciences with many
promising results. The goal of the field is to provide insights into how human cognitive capabilities
can be merged and extended with the cognitive capabilities of the digital devices surrounding us,
with the goal of enabling more seamless interactions between humans and artificially cognitive
agents. Results in the field have already led to the appearance of numerous CogInfoCom-based
technological innovations. For example, the field has led to a better understanding of how humans
can learn more effectively, and the development of new kinds of learning environment have followed
accordingly. The goal of this paper is to summarize some of the most recent results in CogInfoCom
and to introduce important research trends, developments and innovations that play a key role in
understanding and supporting the merging of cognitive processes with ICT.

Keywords: cognitive infocommunications; CogInfoCom; HCI; VR

1. Introduction

Cognitive infocommunication (CogInfoCom) is an interdisciplinary field of science
created by Hungarian researchers who have recognized that human relationships with
information technology, robotics and communication devices, “smart” homes, cities and
cars will change significantly in the near future. In addition to all this, the generation
that is now growing up using information technology (IT) tools, smartphones, display a
different development of certain areas of their brains, which can mean not only biological,
physiological, but also mental change. The basic definition was formulated by P. Baranyi
and A. Csapo [1] of the field of science, while it was extended and finalized by P. Baranyi
and A. Csapo also [2] and G. Sallai [3]:

“Cognitive infocommunications (CogInfoCom) investigates the link between the research areas
of infocommunications and the cognitive sciences, as well as the various engineering applications
which have emerged as the synergic combination of these sciences. The primary goal of CogInfoCom
is to provide a systematic view of how cognitive processes can co-evolve with infocommunications
devices so that the capabilities of the human brain may not only be extended through these devices,
irrespective of geographical distance, but may also interact with the capabilities of any artificially
cognitive system. This merging and extension of cognitive capabilities is targeted towards engineer-
ing applications in which artificial and/or natural cognitive systems are enabled to work together
more effectively.”

The above definition can be summarized as CogInfoCom, a science that studies the
interaction between information technology and people, which examines the possibility of
creating new cognitive communication channels in addition to the topic of conventional
human–machine relationships; and it can also be seen as a synergy of the research topics
illustrated in Figure 1. The areas listed in the figure can provide the creation of complex
sensory IT systems that can be used to make human–machine communication more efficient
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and new procedures, mathematical modelling, learning techniques and related behavioural
research help to better understand perceptual and brain processes also.
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Figure 1. The main related topics of cognitive infocommunication (CogInfoCom).

The aim of this paper is to provide an overview of human–computer interaction (HCI)
and virtual reality (VR) research fields in CogInfoCom during the eight-year period from
2012 to 2020 based on the International Conference on Cognitive Infocommunications
and its special issues. These works were classified in terms of application areas into two
categories: (1) human–computer interaction and (2) virtual reality.

2. Overview of International Conference on Cognitive Infocommunications
(CogInfoCom) and Its Special Issues

Together with the definition of the field, the 1st International Workshop on Cognitive
Infocommunications on CogInfoCom was held at the University of Tokyo in 2010, followed
by the International Conference on Cognitive Infocommunications, which has been held
every year to this day. The conference series has been published in several countries and
cities in Europe over the past 9 years, with more than 1000 studies published and thousands
of references received until Q1 2021, as well as indexed by scientifically relevant databases
such as IEEE Xplore, Scopus or Web of Science. The special feature of the conference series
is that for several years, the majority of the presentations have been shown in 3D, virtual
spaces supported and implemented by the MaxWhere platform. (Figure 2).
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Figure 2. The 11th IEEE International Conference on Cognitive Infocommunications conference presentations were seen by
participants in 3D virtual space.
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Moreover, the following journal special issues (Table 1) have appeared on CogInfoCom-
related topics.

Table 1. Journal special issues related to CogInfoCom topics.

Year Special Issues Editor(s)

2021 Applications of Cognitive Infocommunications (CogInfoCom) J. Katona

2021 Digital Transformation Environment for Education in the Space of
CogInfoCom Gy. Molnar

2020 Special Issue on Digital Transformation Environment for Education
in the Space of CogInfoCom Gy. Molnar

2019 Special Issue on Cognitive Infocommunications P. Baranyi
2019 Special Issue on Cognitive Infocommunications P. Baranyi

2018 Joint Special Issue on TP Model Transformation and Cognitive
Infocommunications P. Baranyi

2018 Special Issue on Cognitive Infocommunications P. Baranyi
2015 CogInfoCom Enabled Research and Applications in Engineering B. Solvang, W.D. Solvang
2014 Knowledge Bases for Cognitive Infocommunications Systems P. Baranyi, H. Fujita
2014 Multimodal Interfaces in Cognitive Infocommunication Systems P. Baranyi, A. Csapo
2014 Speechability of CogInfoCom Systems A. Esposito, K. Vicsi
2013 Special Issue on Cognitive Infocommunications P. Baranyi
2012 CogInfoCom 2012 H. Charaf
2012 Cognitive Infocommunications P. Baranyi, G. Sallai, A. Csapo
2012 Cognitive Infocommunications P. Baranyi, H. Hashimoto, G. Sallai

3. Related Papers
3.1. Human–Computer Interaction (HCI)

HCI, also called human–machine interaction (HMI) refers to the interfaces between
computer technology and people as users (Figure 3). The aim of this section is to provide
an overview of HCI fields which were published on International Conference on Cognitive
Infocommunications (CogInfoCom) and its special issues. For this overview, two search
engines were used to collect papers over the specified time period that were selected
using the following boolean string: ((Human Computer Interaction OR HCI) OR (Human
Machine Interaction OR HMI) OR (Brain Computer Interface OR BCI) OR Eye Tracking
OR Gaze Tracking OR Gesture Control). 2012–2020 was chosen as the timeline for this
literature review, as the publications of the conference series related to the field of science
and its special issue can be found in the major databases in this time band until 2021 Q1.
A further condition was formulated as an additional criterion: (Citations number ≥ 10 in
IEEE Xplore OR in Scopus until 2021 Q1).
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According to L. Izso [4], complex HCI-based support systems implemented in the
field of CogInfoCom can improve the quality of life of patients with cognitive disorders
and related disabilities. Examples of such complex systems include brain–computer inter-
faces (BCIs), which allow the implementation of an alternative communication channel
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between the computer and the human brain (Figure 4). In the research by J. Katona et al. [5],
human–robot interaction (HRI) was developed based on a cost-effective BCI system, where
the speed control of a mobile robot was implemented, and its effectiveness was tested in
a real environment involving test subjects. The results of development and research can
contribute, for example, to the development of a brainwave-controlled wheelchair for a
person with reduced mobility and to increase its operational efficiency. M. Tariq et al. [6]
aimed to improve the quality of life of patients with impaired motor functions by imple-
menting a BCI-based neurorehabilitation system mainly focusing on the quantification and
investment of mu-beta event-related desynchronization (ERD) and event-related synchro-
nization (ERS). In addition, the results obtained can be applied well in robotics during the
implementation of the movement of a robot arm or leg. As described by J. Katona [7,8],
BCI systems can also play a significant role in increasing the effectiveness of learning by
monitoring attention as a key cognitive process and can also appear as a kind of learning
support system.
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Human–computer interactions are significantly influenced by the means of communi-
cation used to control the computer. Systems based on gesture control or eye movement
tracking may allow some functions of the mouse or keyboard to be triggered or replaced.
G. Sziladi et al [9] compared the traditional computer mouse and its handling with a
cost-effective hand gesture detection and processing system called Leap Motion (Figure 5a)
by analyzing the movement of a computer mouse cursor. Although the gesture control
used showed more inaccurate and uncertain mouse cursor movement, the results obtained
may be key in performing a task that requires less fine movement, where the use of gesture
control systems may be beneficial to the user. In addition to the cost-effective gesture
controls used by G. Sziladi et al [9], other devices with similar characteristics are available.
The aim of the research by B.A. Csapo [10] is to examine the effectiveness of an armband
called Myo (Figure 5b) and to discuss how visually impaired people can use this device as
a kind of support tool in their everyday lives. The results obtained show that the device
is currently only partially suitable for performing continuous search tasks and further
calibration methodological improvements are needed for more efficient operation.
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J. Zsolt et al. [11] described a self-developed system for replacing computer input
peripherals (keyboard and mouse) using eye path tracking. In some cases, gaze control can
be much more informative than simple mouse movement, as not only the path of the gaze
but also the emotional factors become readable in this way. A. Torok et al. [12] analyzed the
technique of reading a colorful early map by examining eye movement parameters, where
it was observed that test subjects spend more time studying the cluttered area, but this
effect can be related to eccentricity. The experiences and the obtained results can contribute
to the design and development of modern user interfaces. K. Hercegfi et al. [13] present
the usability testing of a semi-intelligent agent called the Emotional Display Object of the
Virtual Collaboration Arena (VirCA) based on interviews and eye-tracking. The results
show that selective attention is quite strong and during new tasks the test subjects focus
only on the most important points of the screen for the solution and for the less important
parts they do not notice the changes during the observation. A. Kovari et al. [14] examine
the forms and effectiveness of the debugging phase of software development through eye
movement tracking with the involvement of test subjects. After examining the results,
it can be seen that test subjects who made many minor modifications as well as more
frequent compilations and runs with less efficiency and more time required, discovered
and corrected more hidden errors in the source code than those who placed more emphasis
on interpretation, and they used the ability to compile and run the application less often.
T. Ujbanyi et al. [15] examine eye movement parameters in the context of the acquisition
of IT skills. The results obtained show that differences in gaze movement can be detected
in students with different levels of knowledge, from which conclusions can be stated and
related to effectiveness, success or failure of learning. Figure 6 shows two cost-effective
and reliable eye tracker devices that were used in the reviewed literatures.
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A. Garai et al. [16] examine HMI for body-sensors that collect and store health data
about its user and extends an adaptive eHealth content management methodology. Such
information and telecommunication systems make it possible to monitor the patient’s
live data away from classical medical institutions. B. Solvang et al. [17] present a new
architecture for human–machine and machine-to-machine communication and control that
facilitates communication between old and new devices and equipment and improves
human–machine interaction through more efficient integration. some sub-units can make
better use of their capabilities.
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Table 2 summarizes the year of reviewed publications of this section, the area of
applicability of the obtained results, and the applied HCI/HMI components.

Table 2. The area of applicability of the results of the reviewed literature and the applied human–computer
interaction/human–machine interaction (HCI/HMI) components.

Authors Work Year The area of applicability of the results HCI/HMI Component

J. Katona et al. [5] 2016 human-robot interaction, mobile robots, velocity
control EEG-based BCI 1

M. Tariq et al. [6] 2017 medical signal detection, robotics, neurophysiology,
patient rehabilitation EEG-based BCI

J. Katona et al. [7,8] 2018 education, observe the level of vigilance, cognitive
actions EEG-based BCI

G. Sziladi et al. [9] 2017 gesture recognition, human-computer interaction,
mouse controllers (computers), controlling systems Gesture Control

B. A. Csapo et al. [10] 2016 gesture recognition, haptic interfaces, image
motion analysis, motion control, auditory control Gesture Control

J. Zsolt et al. [11] 2012 human-computer interaction, emotional
recognition, iris detection Eye/Gaze tracking

A. Torok et al. [12] 2017 data visualization, user interfaces, task
analysis, cognition Eye/Gaze tracking

K. Hercegfi et al. [13] 2019 human-robot interaction, virtual reality,
virtual agent Eye/Gaze tracking

A. Kovari et al. [14] 2020 programming, debugging, education Eye/Gaze tracking
T. Ujbanyi et al. [15] 2016 computer network, visualization, education Eye/Gaze tracking

A. Garai et al. [16] 2016 medical computing, telemedicine, cloud
computing, health care, embedded systems Body-sensors

B. Solvang et al. [17] 2012 human-machine interaction, inter-machine
interaction, manufacturing equipment Shop-Floor architecture

1 EEG-based BCI: Electroencephalogram-based Brain-Computer Interface.

With the development of technology, it is assumed by A. Torok [18] that the efficiency
and reliability of HCI-based systems can be improved, but in order to be able to design and
implement highly efficient, understandable and manageable HCI-based systems, we need
to know human behavior, human limits, human needs, and human cognition. In addition,
I. Siegert et al. [19] mentioned that we need to pay attention to the overlapping speech
effect present in HCI communication and also make recommendations to avoid this.

3.2. Virtual Reality (VR)

VR is a collective name for specialized, widely used electronic technologies designed to
create a virtual environment in which the user can feel as if they exist in physical reality. The
aim of this section is to provide an overview of VR-based education and educoaching and
CogInfoCom-based learning abilities which were published by the International Conference
on Cognitive Infocommunications (CogInfoCom) and its special issues. For this overview,
two search engines were used to collect papers over the specified time period that were
selected using the following boolean string: ((Virtual Reality OR VR) AND Education OR
Learning). We chose 2012–2020 as the timeline for this literature review, as the publications
of the conference series related to the field of science and its special issue can be found in
the major databases in this time band until 2021 Q1. Further condition was formulated as
an additional criterion: (Citations number ≥10 in IEEE Xplore OR in Scopus until 2021 Q1).

VR tools can provide both professionals and students with cost-effective and risk-free
practice areas that can help plan, implement, and evaluate certain processes, and even
provide remote connectivity. E. Markopoulos et al. [20] describe a prototype of a cost-
effective and portable VR-based system that, after a successful testing phase, will provide
seafarers with training and practice opportunities in virtual reality in either a home or
office environment. M. Al-Adawi et al. [21] demonstrate a fire safety application-based
VR also that can be used by both professionals and students for fire protection exercises,
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contributing to the development and testing of the most effective firefighting techniques
for different types of fires. As a summary of the processed articles, it can be stated that
professionals or students, regardless of the physical work areas, can learn the tasks related
to their work effectively without physical dangers, and can react to reactions to various
dangerous situations and prepare for unexpected situations. Figure 7 shows the tools and
their connections required for producing VR training scenarios.
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S. Korečko et al. [22] examine the evaluation of cognitive functions of the visual space
and the possibilities of teaching in a virtual environment. The study used cognitive tests,
EEG measurements, cognitively stimulating tasks and two VR games in an immersive
3D virtual environment-based CAVE (Cave Automatic Virtual Environment) system. The
obtained results can contribute to the comprehensive study of various cognitive processes
in the field of cognitive research.

In the last decade, distance learning, also known as e-learning, is increasingly emerg-
ing in the field of higher education, in which teachers make the most static content available.
Today, however, remote and virtual laboratories are gaining ground, especially in the en-
gineering disciplines. T. Budai et al. [23] examine the possibilities of developing such
laboratory systems and current solutions, focusing primarily on higher education, stating
that with the help of CogInfoCom we can explore the important factors that can be used to
increase the efficiency of such systems. G. Csapo [24] presents a 3D virtual environment
implemented in MaxWhere, where students were provided with all the information and
resources that could support the effective mastery of spreadsheet programming, computer
problem solving, database management, and building algorithms. In an electrical engineer-
ing course, it is quite difficult for students to teach the structure and operation of various
electrical machines and drives with 2D illustrations, while using 3D, animated content
can make this process much more efficient. Z. Kvasznicza [25] focuses on more efficient
training of asynchronous machines in a 3D VR space and emphasizes that devices and
equipment that are difficult and expensive to obtain in physical reality can be produced
easily and cost-effectively in a virtual environment. Computer science requires a kind
of inventive thinking, so we should strive to develop student creativity and innovative
thinking in university education as well. Based on G. Bujdoso’s [26] results, it can be
stated that with the help of virtual reality, these abilities can be significantly improved.
The study was conducted in a so-called immersive VR (iVR) system developed on the
MaxWhere platform, which offers a wide range of opportunities for user interaction and
provides tools to trigger cognitive processes that can contribute to the development of
inventive thinking. According to A. Kovari [27], by supporting IT tools and technologies
based on CogInfoCom, such as 3D VR learning environments, traditional education can be
expanded and made more efficient, resulting in increased learning efficiency, motivation
and creativity. A. Csapo et al. [28] also examine VR environments from a psychological
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perspective, analyzing the impact of these types of environment on the formation of new
memories, and also makes recommendations for the development of effective AI-enhanced
CogInfoCom systems. The results of the study show that the elements presented in the VR
environment are stored more deeply in human memory, which can ultimately result in a
more efficient retrieval and learning process. Figure 8 shows two study “desks” with task
descriptions, helping the template and study.
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The possibilities of the 3D VR environment are not limited to education and learn-
ing but can even make the planning and administration of education more efficient. I.
Horvath [29] emphasizes that the increasing use of VR and augmented reality (AR) tech-
nologies in the field of education can significantly contribute to the development of new
learner-centred teaching and learning strategies and methods, as a result of which an
innovative educational ecosystem can be created. The results of the experiment presented
in the study show that in 3D space implemented in the MaxWhere environment, digital
instructor workflows required 37–64% fewer user and 72% less machine operations com-
pared to those performed on traditional 2D interfaces. This can mean that MaxWhere,
as an educational platform, offers benefits not only to students but also to faculty. A.
D. Kovacs et al. [30] provide an example of this through the self-assessment workflow
associated with institutional accreditation, which has shown that such a workflow can
reduce it by up to 25% due to more effective collaboration, increased work flexibility, and
easier organization. work time requirement. B. Lampert et al. [31] analyze the processes of
sharing workflows, descriptions, digital content and technological tools, and the defined
results can be well applied in the field of workflow sharing. The results of the applied
tests show that in the MaxWhere 3D environment, users were able to execute the required
workflows at least 50% faster compared to other traditional 2D environments. Figure 9
shows two 3D representation of workflows.
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CogInfoCom also examines the interaction between thinking and social processes and
extends it to the virtual space. I. L. Komlosi et al. [32] examine post-Y-generation informa-
tion processing properties and characteristics in the context of knowledge management.
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People born in the digital age and socialized in culture are much more able to develop
knowledge transfer and communication interaction between human and non-human
agents. The study emphasizes that the transformation of linear information processing
that has developed in the past is expected in the future. V. Kovecses-Gosi [33] also empha-
sizes the importance of introducing new teaching methods and exploiting the potential
of 3D virtual spaces in the field of education and presents how the lesson built on the
improvement of different intelligence levels can be accomplished. I. Horvath [34] describes
an edu-coaching teaching method supported by ICT tools that fit into the digital-based
life of Generation Z students based on a special interrogatory technique. Based on the
defined results, the real environment of education that requires expensive engineering
tools can be replaced well by a properly constructed and simulated 3D virtual environment.
I. Horvath [34,35] emphasizes that environments designed in this way can revolutionize en-
gineering education, as they do not necessarily require expensive physical equipment, and
computer networks allow physically distant teachers and students to interact effectively in
such environments, with which education is ultimately, in addition to its cost-effectiveness,
student motivation may also increase.

It is essential that immersive VR environments effectively simulate and track different
forms of movement and make them more effective through exercises and training, improve
route search and orientation as cognitive processes, and significantly enhance lifelike audio-
visual elements in addition to illustrating well-chosen visual elements. the effectiveness of
immersive VR “being there”.

D. Edler et al. [36] use an example of the transformation and development of a
post-industrial area to show how it is possible to increase the user experience of a 3D
environment by supporting the Unreal Engine 4 game engine. In addition, he emphasizes
that the use of immersive VR-based technology can enrich us with additional extremely real
experiences that are not experienced during a visit to a real physical area and can appear
as a kind of design support option in the field of landscape architecture and research. C.
Boletsis et al. [37] present and analyze the user experiences provided by contemporary and
now widespread VR movement techniques through empirical research. The results of the
study show that users delve into virtual space mostly through a walking-in place, but this
also means the greatest psychophysical strain on them. The VR movement supported by
different controllers or joysticks showed ease of use; however, visual jumps made with
these devices very easily break the feeling of immersion. F. Hruby et al. [38] examine the im-
portance of scaling and makes recommendations, as it is extremely important for immersive
VR systems to create a sense of reality, so mapping different geographical environments in
great detail is of paramount importance. Based on the results of E. I. Lokka et al. [39], it can
be stated that the individual cognitive training developed during the research, optimized
for route learning, can counterbalance the decline in spatial memory associated with older
age and the associated route search and orientation difficulties. F. Hruby [40] attaches great
importance to the study of multisensory experiences in order to maximize the “being there”
presence in the VR environment and, as an alternative, analyzes the Geovisualization
Immersive Environment (GeoIVE) to investigate the potential of sound. Table 3 shows the
summary on applied virtual reality applications and environments.

Table 3. The area of applicability of the results of the reviewed literature and the applied virtual reality (VR) applica-
tion/environment.

Authors Work Year The area of applicability of the results VR Application

E. Markopoulos et al. [20] 2019 computer based training, marine engineering,
ergonomics, maritime safety training

MarSEVR (Maritime Safety
Education with VR)

M. Al-Adawi et al. [21] 2019
simulation, fire safety, computer-based

training, industrial training,
occupational safety

Electric Cabin Fire
Simulation
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Table 3. Cont.

Authors Work Year The area of applicability of the results VR Application

Š. Korečko et al. [22] 2018 visuospatial cognitive functions, computer
games, cognition, neurophysiology CAVE system

T. Budai [23] 2018 virtual laboratory, design, simulation,
education, learning management system

MaxWhere 3D VR
Framework

G. Csapo [24] 2017 computer science education, spreadsheet
programs, collaboration, problem solving

MaxWhere 3D VR
Framework

Z. Kvasznicza [25] 2017
electrical engineering computing/training,

education, computer animation, electric
machines, mechatronics

3D VR educational
environment of a pilot

project

G. Bujdoso [26] 2017
computer science education, computer aided
instruction, collaborative work, iVR system,

inventive thinking

MaxWhere 3D VR
Framework

A. Kovari [27] 2018 engineering education, learning, problem
solving, cognition, mathematics computing -

A. Csapo [28] 2018 comprehensive memory management,
cognition, AI-enhanced CogInfoCom

MaxWhere 3D VR
Framework

I. Horvath [29] 2018
computer aided instruction, teaching, user

interfaces, e-learning platform, digital
workflows

MaxWhere 3D VR
Framework

A. D. Kovacs et al. [30] 2019 educational administrative data processing,
teaching, cooperation, collaboration

MaxWhere 3D VR
Framework

B. Lampert et al. [31] 2018 education, VR-learning, workflow, digital
content sharing

MaxWhere 3D VR
Framework

I. L. Komlosi et al. [32] 2016
cognitive entity generation, social cognition,

information processing, digital culture,
knowledge management

MaxWhere 3D VR
Framework

V. Kovecses-Gosi [33] 2018 cooperative learning, teaching methodology,
digital culture, interactive learning-teaching

MaxWhere 3D VR
Framework

I. Horvath [34] 2017 computer aided instruction, edu-coaching,
educational, informatics

MaxWhere 3D VR
Framework

I. Horvath [35] 2016
engineering education, innovation

management, computer aided instruction,
visualization ICT

Virtual Collaboration Arena
(VirCA)

D. Edler et al. [36] 2019
3D cartography, multimedia cartography,

urban transformation, navigation,
constructivism

3D iVR based Unreal Engine
4 (UE4)

C. Boletsis et al. [37] 2019 VR locomotion techniques, human-computer
interaction, user experience

3D iVR based Unreal Engine
4 (UE4)

F. Hruby et al. [38] 2020 VR, scale, immersion, Immersive virtual
environments

highly immersive VR-system
(HIVE)

I. E. Lokka et al. [39] 2018 VR navigational tasks, memory training,
older adults, cognitive training

Mixed Virtual Environment
(MixedVR)

F. Hruby [40] 2019
Immersion, spatial presence, immersive

virtual environments, audiovisual
cartography

Immersive Virtual
Environments (IVE), GeoIVE

4. Discussion and Conclusions

From 2012 to 2020, the study provided a brief overview of the results published and
most cited in the two most important research areas of the CogInfoCom discipline based
on the International Conference on Cognitive Infocommunications and its special issues.

One of the most important research areas of CogInfoCom is the development of
complex HCI-based systems and the study of their efficiency. In summarizing the results,
it was revealed that EEG-based BCI, gesture control, and eye/gaze tacking appeared
as the most frequently used alternative communication tools. The results presented in
the field of BCI may support the development of communication channels between the
human brain and the computer that can be used in the following areas: HRI, robotics,
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velocity control, medical signal detection, neurophysiology, patient rehabilitation and
education. The results summarized in the field of gesture control complement or extend
the possibilities of developing human-computer interactions and can also be used in
areas such as controlling systems, haptic interfaces, image motion analysis and motion or
auditory control. The results explored and summarized in the field of eye/gaze tracking
can contribute to the development of areas such as emotional recognition, iris detection,
visualization, user interfaces, task analysis, cognition, HRI, virtual reality and agents,
programming, computer network and education.

Based on the reviewed literature, it can be stated that more cost-effective and reliable
HCI-based systems are increasingly appearing and becoming part of our everyday lives.
For people with disabilities, such systems will increasingly be able to provide a full life
in the future, significantly improving their quality of life. In addition, the use of BCI,
eye-tracking, or gesture control systems is expected to expand and develop traditional
communication between humans and robots, as well as various devices and equipment.
Moreover, the spread of BCI systems can be predicted to increase the learning efficiency
of children with learning difficulties and it is also possible to compile adaptive learning
materials that can describe the learning material to be acquired in a dynamic way, taking
into account the current state of concentration of the students, as opposed to a traditional
book, which does all this in a static way.

Another major area of research is a special, widely applicable electronic technology, the
VR, which is primarily used to create a virtual environment in which the user can perform
their tasks as if they were in a physical reality. Depending on the goals, several softwares
are used to create the virtual environment. One such goal may be to provide users with an
area where they can practice trying new techniques without physical hazards. To achieve
this goal, for example, MarSEVR (Maritime Safety Education with VR Technology) or
Electric Cabin Fire Simulation are used, which can be used in areas such as computer-based
training, marine engineering, ergonomics, maritime safety training, simulation, fire safety
or industrial training. Another priority could be to increase the efficiency of learning and
the organization of education, and to examine the interaction between thinking and social
processes, extended to the virtual space. To achieve such goals, for example, the MaxWhere
3D VR Framework is used, which can be used in other areas such as simulation, informatics
and AI-enhanced CogInfoCom.

Based on the reviewed literature, it can be stated that in the future we will be increas-
ingly able to create the feeling of “being there” by utilizing all our senses more effectively.
Immersive 3D VR will be a key application in real-life simulation of environments free of
physical hazards, where professionals or students can practice, master, and develop new
techniques in the event of a potential emergency. In addition, 3D-based virtual environ-
ments will be of paramount importance in the field of education for the development of
more effective learning materials, and the purchase of expensive tools and equipment for
educational purposes will be avoided as we will be able to simulate and illustrate them
more effectively. In addition, the use of virtual reality can better develop students’ creative
and innovative thinking, as well as predict a significant improvement in motivation. In
addition to teaching and learning, 3D VR environments will be able to effectively support
and accelerate the planning and administration of education. For example, the students of
the future will not have to gather in one physical place to listen to a lecture, for example,
but can do so from anywhere in the world. Overall, the use of 3D VR environments will
create an innovative educational ecosystem, as opposed to the now obsolete traditional
2D-based interfaces, which can be assumed to be continuously replaced.

In the future, the fusion of HCI-based systems and 3D VR environments can com-
plement each other to raise the level of utilization, development and support of human
cognitive abilities, leading to more creative and innovative ways of thinking and knowledge
acquisition expected according to the abilities of the individual.

With the continuous development of technology, the implementation of increasingly
reliable and cost-effective CogInfoCom-based systems can be assumed. However, we must
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also take into account that the development, operation and maintenance of increasingly
complex systems will present new challenges, and that people as users are much slower to
adapt to innovation and that the introduction of a new interface can only be effective if the
limitations are well known.
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