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Abstract: Research show that we are more skeptical of the machines than fellow humans. They also
find that we are reluctant to change this perception in spite of the possibility for increased efficiency
through cooperative engagement with them. However, these findings that primarily focused on
algorithmic agents may not readily be attributable to the case of robots. To fill this gap, the present
study investigated whether the background information about the level of autonomy of a robot
would have any effect on its perception by individuals whom it made a physical contact with. For
this purpose, we conducted an experiment in which a robot-arm touched the left arm of thirty young
Japanese adults (fifteen females, age: 22 ± 1.64) in two trials. While the robot was autonomous in
both trials, we told our participants that in one of their trials the robot was controlled by a human
operator while in the other the robot moved autonomously. We observed that the previous findings
on soft agents extended to the case of robots in that participants significantly preferred their trial
that was supposedly operated by a human. More importantly, we identified a memory sensitization
with respect to the trial-order in which participants preferred their first trial, regardless of whether it
was a robot- or a supposedly human-controlled scenario. As a type of nondeclarative memory that
contributes to nonassociative learning, the observed memory sensitization highlighted participants’
growing perceptual distance to the robot-touch that was primarily triggered by the unconscious
learning-component of their physical contact with the robot. The present findings substantiate the
necessity for more in-depth and socially situated study and analysis of these new generation of our
tools to better comprehend the extent of their (dis)advantages to more effectively introduce them to
our society.

Keywords: human–robot interaction; non-declarative memory; non-associative memory; sensitization

1. Introduction

While not uniquely human [1–4], tool-use has undoubtedly played a crucial role in
our survival and the societal and technological advances that followed. Although it is still
not fully understood why humans are the only species in the animal kingdom with the
ability to expand their boundaries through the use of tools [5–7], it is not far-fetched if one
claims that our future existence (and perhaps evolution) is not only inseparable from but
also highly dependent on our tools and our capacity for their further advancement.

An intriguing aspect of the relation between us and our tools is the observation
that they are not mere passive outcomes of our imagination in response to our mundane
needs and necessities but actively reshape our perception about ourselves and the world
about us: it was just a minuscule step in an evolutionary timescale to discard our flawed
anthropocentric view of the universe once we had the telescope in our disposal and the
epileptic seizures were no longer under demonic commands after our tools allowed us to
observe the brain in action. We improve our lives by advancing our tools and they redefine
us through this process

On this trajectory, robotics has certainly been an exciting development. From their
industrial use [8,9] and the potential for expanding the horizon of our physical presence in
the universe [10] to their ever increasing utility in medicine [11] and rehabilitation [12,13],
robots present powerful tools for broadening our knowledge and improving the quality
of our life. In this respect, the advent of social (assistive) robots [14] is a pivotal point.
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Over the past decade, the use of these machines have provided evidence for their utility
in the solution concept of variety of domains that range from increasing the quality of
child health-care [15,16] and early childhood education [17] to assisting the elderly care
facilities [18,19].

Despite these exciting developments, further scrutiny of machines’ perception by the
humans depicts a challenging scenario. For instance, research suggests that people are
more skeptical of the machines than other fellow humans in a wide variety of contexts that
ranges from trustworthiness [20] and cooperation [21] to intelligence [22] and health-care
advice [23,24]. Furthermore, it demonstrates that [25] people are reluctant to change/refine
their perception once they learn about the identity of their non-human partners, in spite of
the possibility for harnessing better cooperation and more efficiency. In fact, these obser-
vations were foreseen by Gray and colleagues [26] who showed how people distinctively
distinguished between livings and non-livings (including such animated objects as robots)
in the mind’s dimensions.

However, it is plausible to argue that these previous studies primarily focused on
algorithmic agents and therefore their results may not readily be attributable to the case of
robots (Ishowo-Oloko et al. [25] (pp. 519–520)). Indeed, this line of argument is apparent
in the implausible anthropomorphization of these tools [27–29], some going as far as
bestowing a soul on their product [30,31] and their capacity for spiritual guidance [32].

The present study sought to investigate the extent of applicability of these previous
findings on humans’ perception of algorithmic agents [20–25] to the case of human–robot
physical contact. For this purpose, we conducted an experiment in which a robot-arm
touched participants’ left arm in two trials. In both of these trials, per participant, the robot
motion was based on exact same autonomous motion-generator program. However, we
told participants that in one of their trials (at random) the robot-arm was controlled by a
human operator (hereafter, (sham) human-controlled) while in the other it was autonomous
(hereafter, robot-controlled). In the case of (sham) human-controlled, we also told half of
the participants (at random) that a female operator controlled the arm.

Although the setup adapted in the present study was far from a true social interaction
scenario, it allowed us to probe whether a minor change in identity of the acting agent could
influence individuals’ perception and judgment of its naturalness, safety, comfortability,
and trustworthiness in their two trials that were otherwise identical in all other aspects.

2. Materials and Methods
2.1. Participants

The experiment included thirty young Japanese adults (fifteen females, age: Mean
(M): 22, standard deviation (SD): 1.64). Participants were not limited to university students
and came from different occupational background. We used a local recruiting service to
hire the participants for this experiment.

2.2. Robot-Arm

We used a single-arm KINOVATM KG-2 [33] that was equipped with a two-finger
gripper end-effector. For safety considerations, we securely covered this gripper with a
soft fabric. The robot-arm was mounted on a table that was one meter high and forty cm
wide. On the side of this table, we placed a stand with a safety switch on it. This switch
that was within participants’ reach allowed them to switch off the robot-arm in case they
felt uncomfortable continuing with their trial.

The robot-arm was located in an approximately thirty cm distance from participants’
chest. Depending on participants’ height, we occasionally used a cubic stand of size
20 × 20 × 10 cm3 (length, width, and height) to adjust for their height with respect to the
robot-arm.
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2.3. Experimental Setup

It comprised two trials, per participant (Figure 1). In one trial, participants were
told that the robot was autonomous (i.e., robot-controlled trial). In the other trial, they
were told that it was controlled by a human operator (i.e., (sham) human-controlled trial).
In reality, the robot-arm was autonomous in both trials. In other words, there was no
human controller involved (hence the prefix “sham” in (sham) human-controlled trial). We
used exact same primitive motion script whose steps and order of execution were fixed
in both trials. This script was prepared using “MoveIt” framework on “ROS Melodic” in
Python 2.7.

Figure 1. Conceptual diagram of the experiment’s design in which every participant took part in two
consecutive trials.

We divided the participants into two groups at random. Participants in Group 1
(fifteen participants, seven females) started their experiment (i.e., their first trial) with the
robot-controlled trial. In the case of group 2 (fifteen participants, eight females), trials’
order was reversed. Of all thirty participants, half of them (at random, eight females) were
told that the robot-operator during their (sham) human-controlled trial was female.

Each trial consisted of three physical contacts with participants’ left arm. The order of
these three physical contacts was fixed for all participants and in both robot- and (sham)
human-controlled trials.

In the first physical contact, the robot-arm moved from its resting position (about the
chest of participants) and approached the participants’ left arm (below their elbow and
closer to their wrist). It then moved downward and toward their hand, touching their arm
all the way, until it reached below their wrist. It then slowly turned its gripper’s wrist
upward for forty-five degree, as if it was holding the participants’ hand in its gripper
end-effector’s palm. It then repeated this sequence in reverse, thereby moving back to its
resting position.

In the second physical contact, the robot-arm again moved from its resting position
and toward participants’ left shoulder. It then moved downward (while keeping contact
with their left arm) from their shoulder to their elbow. It then repeated this sequence in
reverse, thereby moving back to its resting position.

In the third (i.e., last) physical contact, the robot-arm again moved from its resting
position, approaching the participants’ left arm approximately midway between their
elbow and their shoulder. Once in this position, It gently pushed the participants for five
degree side-wise. It then repeated this sequence in reverse, thereby moving back to its
resting position.

These three physical contacts were performed sequentially in the above order, with no
time-gap between them, and within the same trial, per participant, per robot- and (sham)
human-controlled trials. Each trial lasted for 1.42 min.

2.3.1. Personality Traits

Prior to the start of the experiment, we asked participants to fill their responses to a
personality traits questionnaire. We used the Japanese version (TIPI-J [34]) of the big-five of
Personality [35] (a.k.a five-factor-model (FFM)). It comprised two questions for each of the
five personality traits (i.e., neuroticism, extraversion, openness to experience, agreeableness,
and conscientiousness). TIPI-J uses a seven-point Likert scale that ranges from 1 (strong
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denial) to 7 (strong approval). All participants filled their responses to these ten questions
prior to ten-minute rest period that took place before the start of their first trial (Figure 1).

2.3.2. Saliva Samples

To determine the potential effect of the trials on participants’ physiological responses,
we also collected four saliva samples (Figure 1) from every individual (2.0 mL of saliva
sample, per participant, per sample, in a standard 2.0 mL eppendorf tube). We used these
samples to analyze the potential change in the level of cortisol in participants’ saliva in
response to their physical contact with the robot-arm during the experiment. The use of
salivary cortisol to verify if different robot-physical-contact scenarios could induce different
degree of stress response in human subjects was motivated by previous studies such as
Turner-Cobb et al. [36] who showed its utility for evaluating individuals’ stress reactivity
and adaptation during their (social) interaction with robots.

We collected the participants’ first saliva sample right before the start of their first trial.
We then collected the second saliva sample, per participant, immediately after they finished
their first trial. Similarly, we collected the third and the fourth samples, per participant,
right before the start of their second trial and immediately after their second trial was over.

All participants took two ten-minute rests: one prior to the start of the first trial and
one after collecting their second saliva sample and before participating in their second
trial. After collecting their fourth saliva sample at the end of their second trial, we asked
participants to respond to our experiment-specific questionnaire.

2.3.3. Questionnaire

To assess participants’ perception of their physical contacts with the robot-arm, we
designed a five-item questionnaire. We presented the first four items of this questionnaire
in a written form to participants. On the other hand, we asked the last item verbally and in
an informal way. This last item was asked when participants were leaving the facility (i.e.,
when they thought their experiment was finished). Neither the experiment assistant nor
the participants were aware of the purpose of this last item. The experiment assistant was
told that it was meant for experimenter’s piece of mind (vindication of the experiment’s
success) and was requested to communicate it to participants in a casual manner and while
guiding them to the facility’s elevator for their departure. In what follows, we elaborate on
the content of this questionnaire.

1. Four-Item Written Questionnaire: After collecting their fourth saliva sample at the
end of their second trial, we asked participants to fill in their responses to a written
questionnaire (in Japanese). It comprised four items, each with a binary response.
These four items were:

(a) The robot-arm moved more naturally (Q1)
(b) I felt safer (Q2)
(c) I felt more comfortable with the robot-arm touching me (Q3)
(d) I can trust a touch by a robot (Q4)

The participants responded to each of Q1 through Q4 using the same binary-response
protocol:

(a) when it was controlled by the robot
(b) when it was controlled by a human

2. Fifth Item Verbal Questionnaire: This item was verbally communicated with partic-
ipants as they were on their way to leave the facility. Specifically, the experiment
assistant asked the participants (as she was guiding them to the elevator) if they felt
that their two trials (i.e., robot- and the (sham) human-controlled) were the same. We
then recorded these responses as fifth questionnaire item (i.e., Q5).
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2.4. Procedure

Upon their arrival, participants were greeted and guided to the experiment room by
experiment assistant (female, in her thirties, who was not aware of the purpose of this
experiment). The experiment room was partitioned into two sections: the front section
(approximately 4 × 5 m2) and the back section (which the participants could not see)
where the computer that controlled the robot-arm motion was placed. Throughout the
experiment, per participant, an experimenter (male, in their forties) was present in this
back side. He ran the robot-arm motion script on its computer. The participants were not
aware of the experimenter’s presence in the experiment room.

The front side of the experiment room was further divided into two sections. The first
section (approximately 4 × 3 m2) directly faced the entry to experiment room. Participants
sat in this part of the experiment room when, for example, resting, signing the consent form,
or collecting their saliva samples. The second section (approximately 4 × 2 m2) contained
the robot-arm setting. The trials took place in this section. Participants saw this section of
the experiment room for the first time when they attended their first trial. At the corner
of this section, we placed a camera and recorded all participants’ trials. Every participant
was informed about the purpose of this camera (i.e., recording the trials) and the fact that
we were video-recording their trials. All participants agreed with the video-recording of
their trials.

Prior to the start of the experiment, the experiment assistant walked the participants
through the entire experiment’s procedure. First, she informed the participants that their
experiment would last for about an hour. She then told them that during this period
they would participate in two trials of approximately 1.42 min each. She also informed
them that both of these trials would comprise the same three types of physical contacts
(Section 2.3) on their left arm whose order would remain unchanged between the two
trials. Next, she explained what types of physical contacts would be performed by the
robot-arm on their left arm. Then, she told the participants that one of these trials would
be based on autonomous robot-arm motion in which the robot would control its own
movement (i.e., robot-controlled trial) and that in the other trial the robot-arm motion
would be controlled by a human operator (i.e., (sham) human-controlled trial). She then
informed the participants that each of these two trials would involve two sets of saliva
sampling: one immediately before and the other immediately after each trial. She also
showed them the saliva sampling toolkit (Super•SALTM Universal Saliva Collection Kit)
and helped them familiarize themselves with it. The experiment assistant then waited until
the participants confirmed that they understood how to use the saliva sampling toolkit and
they felt comfortable with using it. Last, the experiment assistant told the participants that
their experiment would end by completing a four-item questionnaire that would ask about
their personal experience in their two trials. However, she did not provide any further
information about the type/nature of the questionnaire’s items.

Next, the experiment assistant confirmed that the participants fully understood the
procedure and whether there was any further information that they might want to enquire
about. Once the participants confirmed that they fully understood the procedure and that
they felt comfortable with participating in the experiment, the experiment assistant asked
them to sign a written consent form.

After they signed their written consent form, the experiment assistant asked them to
fill in their responses to ten-item personality traits questionnaire (Section 2.3.1) which was
followed by a ten-minute resting period. At the end of this resting period, the experiment
assistant gave the participants their respective saliva sampling toolkit and requested them
to collect their first saliva sample. She then guided the participants to the robot-arm
section of the experiment room. She explained the setting to the participants and let
them familiarize themselves with the setting. She also ensured that the participants fully
understood about how the robot-arm would approach them, what sequence of physical
contacts it would perform on their left arm, and how the participants would be able to
interrupt the trial (at any point during the trial that is) if they felt uncomfortable and/or lost
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their interest/trust in continuing with their trial/experiment. At this point, the experiment
assistant also revealed to the participants whether their trials would start with the robot-
or (sham) human-controlled trial. She also told the participants about the gender of the
supposedly human operator of the robot-arm during their (sham) human-controlled trial.

Next, the participants completed the first trial which was immediately followed by
collecting their second saliva sample (outside the robot-arm section). The experiment
assistant then gave the participants a ten-minute resting period before starting their second
trial. After this ten-minute rest, the participants were instructed to collect their third saliva
sample, guided back to the robot-arm section of the experiment room, and completed their
second trial. This was immediately followed by collecting their fourth (i.e., last) saliva
sample. Last, the participants filled in their responses to the four-item written questionnaire
(i.e., Q1 through Q4, Section 2.3.3).

Participants were then informed that their experiment was finished and were compen-
sated with a sum of 3000 YEN for their time, as per the experiment’s arrangement. The
experiment assistant then guided the participants to the elevator. At this point, she asked
the participants whether their two trials (i.e., robot- and the (sham) human-controlled) felt
the same (i.e., the verbal, fifth questionnaire item, Q5, Section 2.3.3). The entire experiment,
per participant, took about an hour to complete.

2.5. Analysis

In what follows, we outline the analysis steps. In so doing, we divide them into two
categories: (1) main analyses in which we highlight the analyses whose results are reported
in the main manuscript (2) supplementary analyses in which we elaborate on additional
analyses that are included in the accompanying Appendices A–C.

2.5.1. Main Analyses

First, we checked whether participants’ responses were consistent between the two
genders. For this purpose, we formed four 2 × 2 contingency tables (one per Q1 through Q4)
where the entries of each table corresponded to the gender and the counts of participants’
preference between (sham) human- or robot-controlled trial in each of Q1 through Q4.
We then applied χ2 tests on these tables to examine whether participants’ gender had a
significant effect on their responses.

Next, we determined whether any of the experiment’s design factors had a significant
effect on participants’ responses to Q1 through Q5. These factors were the order of the
two trials (i.e., whether the (sham) human- or robot-controlled trial was carried out first),
supposed gender of the operator in (sham) human-controlled trial, and the interaction
between these two factors. We then adapted a general linear model (GLM) [37] approach.
The inputs to GLM were the two experiment’s factors and their interaction (i.e., an N × 3
matrix where N = 30 denotes the number of participants). The output from GLM was
the participants’ responses to Q1 through Q5. This resulted in five separate tests, one
per questionnaire’s item. For each of these models, we used their corresponding coeffi-
cients (i.e., models’ weights) and applied ANOVA on them to determine whether any of
the two experiment’s design factors and/or their interaction had a significant effect on
participants’ responses.

We then examined participants’ overall preference between (sham) human- and robot-
controlled trials. To this end, we counted the total number of times that each participant
responded by selecting “when it was controlled by the robot” versus “when it was con-
trolled by the human” to Q1 through Q4 (i.e., collectively). We then performed a bootstrap
(10,000 simulation runs) test (i.e., random sampling with replacement) on the difference
between these counts (i.e., count((sham) human-controlled)-count(robot-controlled)) at
99.0% confidence interval (CI) (i.e., p < 0.01 significance level). We then considered the
following null hypothesis.
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Hypothesis 1 (H1). The difference between the number of times that participants preferred (sham)
human-controlled versus robot-controlled was non-significant.

We tested Hypothesis 1 against the following alternative hypothesis.

Hypothesis 2 (H2). Participants preferred (sham) human-controlled trial significantly differently
from robot-controlled trial.

The choice of 99.0% CI resulted in p < 0.01 significant level. In this respect, a 99.0% CI
that did not contain zero would confirm a significant difference between these preferences
at p < 0.01. Furthermore, the average value associated with this CI (i.e., mean[count((sham)
human-controlled)-count(robot-controlled)]) would indicate which trial the participants’
preferences were significantly inclined to. Precisely, the average value > 0.0 would indicate
a significant inclination of participants’ preferences toward (sham) human-controlled
(i.e., with respect to the order of subtraction count((sham) human-controlled)-count(robot-
controlled)). On the other hand, it would identify the opposite (i.e., robot-controlled
preferences) if this average value < 0.0.

We also applied this bootstrap (10,000 simulation runs) test of significant difference at
99.0% CI (i.e., p < 0.01) on participants’ responses to Q5. For this test, we considered the
following null hypothesis.

Hypothesis 3 (H3). Participants perceived (sham) human- and robot-controlled trials were
the same.

We tested Hypothesis 3 against the following alternative hypothesis.

Hypothesis 4 (H4). Participants perceived the two trials were significantly different.

This test allowed us to verify whether participants realized the two trials were based
on the same robot-arm motion controller or they mentally construed them differently.
Similar to the case of Q1 through Q4, a 99.0% CI that did not include zero would indicate
that participants perceived the two trials significantly different (p < 0.01). Furthermore, the
average (i.e., mean[(count(two trials perceived differently)-count(two trials perceived the
same)]) > 0.0 at 99.0% CI would indicate that a significantly (i.e., p < 0.01) larger proportion
of participants did not perceive the two trials were carried out using the same underlying
robot-arm motion control.

Additionally, we considered the ratio of each individual’s preference between (sham)
human- versus robot-controlled trials. For this purpose, we first computed each individ-
ual’s (sham) human-controlled and robot-controlled ratios as
number o f times (sham)human−controlled selected

total number o f responses and number o f times robot−controlled selected
total number o f responses , respectively.

For each of these ratios (i.e., separately), we then calculated its bootstrapped (10,000 simu-
lation runs) average response at 99.0% CI (i.e., random sampling with replacement). We
considered the following null hypothesis.

Hypothesis 5 (H5). Participants’ preference for (sham) human-/robot-controlled trial was at
chance level.

We tested Hypothesis 5 against the following alternative hypothesis.

Hypothesis 6 (H6). Participants’ preference for (sham) human-/robot-controlled trial significantly
differed from chance level.

In the case of these tests, the 99.0% CI that did not include 0.5 would indicate a
significant difference from chance at p < 0.01. Furthermore, participants’ preference would
be significantly above chance if the average preference associated with 99.0% CI > 0.5.
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Last, we examined the effect of (sham) human- and robot-controlled trials on par-
ticipants’ physiological responses by analyzing the change in the cortisol level in their
saliva samples. For this purpose, we first subtracted the participants’ cortisol levels that
were sampled prior to their trials (one per robot- and (sham) human-controlled trials) from
their cortisol levels that were sampled immediately after their trials were finished. We
then performed Lilliefors test with Monte Carlo approximation (95.0% CI or equivalently
p < 0.05 significant level) to determine whether participants’ cortisol data followed a nor-
mal distribution. This test did not reject the hypothesis that the change in participants’
cortisol levels was normally distributed (p = 0.2837, kstats = 0.09, critical value = 0.11).
Therefore, we applied a parametric three-factor (participants’ gender × (sham) operator’s
gender × trials’ order) ANOVA.

This test indicated non-significant effects of participants’ gender, operator’s gender,
and their interactions (with one another as well as with respect to trail’s order). Given
these observations, we discarded the participants’ gender and formed two sets of change in
cortisol level: one that comprised all participants’ robot-controlled trial and the other that
corresponded to their (sham) human-controlled trial. We then performed a two-sample
t-test on these two sets.

2.5.2. Supplementary Analyses

We also examined whether participants’ personality traits had significant effects
on their responses to Q1 through Q5 using GLM analysis. The input to GLM was an
N × 11 matrix where N = 30 refers to the number of participants and 11 is the participants’
gender, their responses to five items of the personality traits (i.e., neuroticism, extraversion,
openness to experience, agreeableness, and conscientiousness), and the interaction between
the participants’ gender and their responses to each of these five items. The output from
GLM was participants’ responses to Q1 through Q5 (i.e., five models, one per Q1 through
Q5). For each of these models, we used their corresponding coefficients (i.e., models’
weights) and applied ANOVA on them to determine whether any of the input factors (i.e.,
gender, personality traits, and/or the interaction between gender and these traits) had a
significant effect on participants’ responses to Q1 through Q5. We presented these results
in Appendix A.

Additionally, we reported the results of pairwise Spearman correlations between
participants’ responses to the personality traits questionnaire in Appendix B.

Last, we reported the results of Kendall correlations between these personality traits
and the participants’ responses to Q1 through Q5 in Appendix C.

2.6. Reported Effect-Sizes

In the case of χ2 tests, we used “chi.test” from R 3.6.2. We reported the effect size

φ =
√

χ2

N [38] where N denotes the sample size. This effect-size is considered [39] small if
φ ≤ 0.1, medium when φ ≥ 0.3, and large when φ ≥ 0.5.

For GLM analyses, we used “fitlm” function and its accompanying “anova” in Matlab
2016a. In the case of ANOVA analyses, we reported η2 effect-size. This effect is consid-
ered [39] small when η2 ≤ 0.01, medium when 0.06 ≥ η2, and large when η2 ≥ 0.14.

For two-sample t-test, we reported r =
√

t2

t2+d fwithin
as effect size [40] where t and

d fwithin are test-statistics and degrees of freedom for the test-statistic (N-2, with N referring
to the sample size).

For all results, an uncorrected p-value of 0.05
3 = 0.0167 ≈ 0.017 in which 3 corresponded

to the Bonferroni correction for three robot-arm motion control conditions (i.e., one robot-
controlled and two female/male (sham) human-controlled) was considered significant.
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3. Results
3.1. Consistency of the Participants’ Responses to Q1 through Q5

We observed non-significant differences between responses of female and male par-
ticipants to Q1 (Figure 2 Q1, χ2 = 0.0, p = 1.0, φ = 0.0), Q2 (Figure 2 Q2, χ2 = 0.0, p = 1.0,
φ = 0.0), Q3 (Figure 2 Q3, χ2 = 0.14, p = 0.714, φ = 0.07), Q4 (Figure 2 Q4, χ2 = 0.21, p = 0.648,
φ = 0.08), and Q5 (Figure 2 Q5, χ2 = 0.96, p = 0.327, φ = 0.18).

Figure 2. Participants’ responses to Q1 through Q5 of the experiment-specific questionnaire.

3.2. Effect of Experiment’s Design Factors on Participants’ Responses to Q1 through Q5

Table 1 summarizes the results of GLM on the effect of experiment’s design factors
(i.e., trials’ order and operator’s gender in the case of (sham) human-controlled trial) and
their interaction on participants’ responses to Q1 through Q5.

Table 1. GLM: Effect of experiment’s design factors (i.e., operator’s gender, trial-order, and their
interaction) on participants’ responses to Q1 through Q5. In this table, “Operator’s Gender” refers to
the supposed gender of operator in (sham) human-controlled trial.

Responses Factor F p η2

Operator’s Gender 4.60 0.041 0.15
Q1 Trial-Order 0.0 1.0 0.0

Operator’s Gender × Trial-Order 0.14 0.708 0.005

Operator’s Gender 1.84 0.186 0.06
Q2 Trial-Order 0.07 0.788 0.002

Operator’s Gender × Trial-Order 3.68 0.065 0.11

Operator’s Gender 0.08 0.773 0.002
Q3 Trial-Order 10.24 0.003 0.27

Operator’s Gender × Trial-Order 0.17 0.684 0.005

Operator’s Gender 0.55 0.463 0.02
Q4 Trial-Order 0.06 0.806 0.002

Operator’s Gender × Trial-Order 0.12 0.728 0.004

Operator’s Gender 0.25 0.623 0.009
Q5 Trial-Order 0.25 0.622 0.009

Operator’s Gender × Trial-Order 0.50 0.488 0.02

In the case of Q1, it identified a significant effect of operator’s gender (F = 4.60,
p = 0.041, η2 = 0.15) that did not survive the Bonferroni correction. On the other hand, this
analysis identified non-significant effect of trial-order (F = 0.0, p = 1.0, η2 = 0.0) and the
interaction between these factors (F = 0.14, p = 0.708, η2 = 0.005).
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For Q2, we found non-significant effects of operator’s gender (F = 1.84, p = 0.186,
η2 = 0.06), trial-order (F = 0.07, p = 0.788, η2 = 0.002), and their interaction (F = 3.68, p = 0.065,
η2 = 0.11) on participants’ response.

In the case of Q3, we observed a non-significant effect of operator’s gender (F = 0.08,
p = 0.773, η2 = 0.0002), a significant effect of trial-order (F = 10.24, p = 0.003 η2 = 0.27),
and a non-significant interaction between these factors (F = 0.17, p = 0.684, η2 = 0.005).
Additionally, the follow-up posthoc χ2 test on the significant effect of trial-order identified
(Figure 3) that the participants significantly (χ2= 6.56, p = 0.010, φ = 0.47) preferred (Figure 3)
their first trial (i.e., regardless of whether it was a robot- or (sham) human-controlled trial)
while responding to Q3 (i.e., “I felt more comfortable with the robot-arm touching me”).

Figure 3. Cumulative (i.e., participants’ gender discarded) participants’ responses to Q3.

With respect to Q4, we found non-significant effects of operator’s gender (F = 0.55,
p = 0.463, η2 = 0.02), trial-order (F = 0.06, p = 0.806, η2 = 0.002), and their interaction
(F = 0.12, p = 0.728, η2 = 0.004).

Last, participants’ responses to Q5 was not affected by the operator’s gender (F = 0.25,
p = 0.623, η2 = 0.009), trial-order (F = 0.25, p = 0.622, η2 = 0.009), and the interaction between
these factors (F = 0.50, p = 0.488, η2 = 0.02).

3.3. Participants’ Overall Preference between (Sham) Human- and Robot-Controlled Trials
3.3.1. Q1 through Q4

We observed that the bootstrap (10,000 simulation runs, Figure 4, left subplot) test at
99.0% CI (i.e., p < 0.01) on count((sham) human-controlled)-count(robot-controlled) did not
contain zero (Figure 4, right subplot). This observation supported the alternative hypothesis
H2, indicating that the participants’ preferences between their two trials differed signif-
icantly. In addition, the average value associated with this test (i.e., mean[count((sham)
human-controlled)-count(robot-controlled)], Figure 4, right subplot) was > 0.0. This in-
dicated that participants significantly preferred the (sham) human-controlled over the
robot-controlled trials.
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Figure 4. Hypothesis testing. (A) Hypothesis 1 versus Hypothesis 2 with respect to participants’
responses to Q1 through Q4. (B) H3 versus H4. Subplots on left show the histogram of tests’ respective
counts. Right subplots show these tests’ bootstrapped results at 99.0% confidence interval (i.e., area
with red lines). Yellow lines are bootstrapped averages and tick blue line mark null hypothesis H0.

3.3.2. Q5

The bootstrap (10,000 simulation runs) test at 99.0% CI (i.e., p < 0.01, Figure 4B, left
subplot) supported the alternative hypothesis H4 that the participants perceived the two
trials were significantly different. Furthermore, the average value associated with this
test (i.e., p < 0.01, Figure 4B, right subplot) was > 0.0. This showed that, on average (i.e.,
mean[count(two trials perceived differently)-count(two trials perceived to be the same)])),
a significantly (i.e., p < 0.01) larger proportion of participants perceived the two trials were
not carried out using the same underlying robot-arm motion controller.

3.4. Ratio of Preferences between (Sham) Human- Versus Robot-Controlled Trials

The 99.0% CI (i.e., p < 0.01) of the bootstrapped (10,000 simulation runs) test supported
the alternative hypothesis H6 that the participants’ preference for (sham) human-/robot-
controlled trials significantly differed from the chance level. For both trials (i.e., (sham)
human- and robot-controlled), we observed that (Figure 5) their respective CIs did not
include 0.5, thereby indicating their significant differences from chance at p < 0.01. Fur-
thermore, participants’ preference was significantly above chance in the case of (sham)
human-controlled (Figure 5A) trial (M = 0.66, SD = 0.05, CI = [0.53 0.79]). On the other hand,
their preference was significantly below chance in the case of robot-controlled (Figure 5B)
trial (M = 0.34, SD = 0.05, CI = [0.22 0.48]). These results verified that the observed signifi-
cant differences between (sham) human- and robot-controlled trials (Section 3.3) were not
due to the chance. Precisely, participants preferred the (sham) human-controlled trial over
the robot-controlled trial with a significantly higher rate.

3.5. Change in Cortisol
3.5.1. Three-Factor ANOVA

Three-factor (participants’ gender × (sham) operator’s gender × trials’ order) iden-
tified non-significant effect of participants’ gender (p = 0.1744 , F(1, 1) = 1.90, η2 = 3.52),
operator’s gender (p = 0.7003, F(1, 1) = 0.15, η2 = 0.28), and trials’ order (p = 0.5911,
F(1, 1) = 0.29, η2 = 0.54).
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Figure 5. Testing Hypothesis 5 versus Hypothesis 6. (A) number o f times (sham)human−controlled selected
total number o f responses

(B) number o f times robot−controlled selected
total number o f responses . The left subplots show the histograms of these ratios. The

right subplots correspond to the results of their bootstrapped tests at 99.0% confidence interval (area
within red lines). Tick blue lines mark the null hypothesis H0 (i.e., participants’ preference for two
trials was at chance level) and yellow lines are bootstrapped averages. These subplots verify that
whereas participants preferred (sham) human-controlled trial with a significantly above chance level,
their preference for robot-controlled trial was significantly below chance level.

Similarly, the interaction between these factors were non-significant (participants’
gender × (sham) operator’s gender: p = 0.5200, F(1, 1) = 0.42, η2 = 0.78, participants’ gender
× trials’ order: p = 0.4664, F(1, 1) = 0.54, η2 = 1.00, (sham) operator’s gender × trials’ order:
p = 0.7989, F(1, 1) = 0.07, η2 = 0.12, participants’ gender × operator’s gender × trials’ order:
p = 0.4060, F(1, 1) = 0.70, η2 = 1.30).

3.5.2. Two-Sample T-Test: Robor- versus (Sham) Human-Controlled Trials

Two-sample t-test on the participants’ change in cortisol level during their two trials indi-
cated (Figure 6) a non-significant change in cortisol level between robot- and (sham) human-
controlled trials (p = 0.6396, r = 0.06, F = 0.47, Mrobot−controlled = −0.010, SDrobot−controlled =
0.056, M(sham)human−controlled = −0.016, SD(sham)human−controlled = 0.048, r = 0.06).

Figure 6. Two-sample t-test indicated that participants showed a non-significant change in salivary
cortisol during their (sham) human-controlled and robot-controlled trials.



Appl. Sci. 2021, 11, 2271 13 of 19

4. Discussion

How would we perceive a physical contact by a robot? Would we consider it
(non)threatening? Would we find it (dis)comforting? These are among some of the most
basic questions to seek answers for if the robots are to ever take part in our social life
activities [41,42].

The present research investigated these questions by examining whether the back-
ground information about the level of autonomy of a robot would have any effect on its
perception by individuals whom it made a physical contact with. For this purpose, we
asked 30 young adults to let a robot-arm touch their left arm in two consecutive trials.
While the robot was autonomous and used exact same program for its movement in these
two trials, we told our participants that in one of their trials the robot was controlled by a
human operator while in the other the robot moved autonomously.

We observed that the participants’ gender and personality traits had no influence on
their perception of robot-touch. This discarded the overemphasis of gender [28] during
interaction with robots. In the same vein, the gender of (sham) human operator (whether
female or male) did not play a role in participants’ perception of their two trials. A number
of previous studies [43–45] reported that, in various cultures and countries, men and
women both preferred a touch by women more than by men. In light of these findings,
the non-significant effect of operator’s gender in the present study indicated that the
participants did not attach any social component to the robot-touch.

On the other hand, we observed that although the robot-touch was identical in both
trials, participants significantly preferred the trial that was supposedly operated by a
human. This extended the previous findings on humans’ disapproval of soft/algorithmic
agents [20–22,25] to the case of phycial contact with a robot. It also complemented these
findings by showing that in spite of identical tasks, a minor manipulation of the agent’s
identity was sufficient to reproduce these previous findings.

However, the more important (and perhaps pressing) observation in present study
pertained to the effect of trial-order on participants’ comfortability with the robot-touch.
Concretely, we observed that the participants significantly preferred their first trial, regard-
less of whether it was a robot- or a (sham) human-controlled scenario. This highlighted a
sensitization effect: a component of nondeclarative memory [46] (p. 390) which refers to the
type of knowledge that an individual is not conscious of. Types of memory that fall under
this category include: procedural memory [47] (e.g., learning complex repeating patterns
that appears as random), priming [48] (e.g., change in the response to a stimulus or the
ability to identify that stimulus, following a prior exposure to that stimulus), conditioning
(e.g., Pavlov dog), habituation (e.g., getting used to an initially uncomfortable toothbrush)
and sensitization (e.g., rubbing one’s arm which, at first, creates a feeling of warm but when
continued it starts to hurt [46] (p. 395)). Interestingly, we also observed that the change
in participants’ salivary cortisol did not differ significantly. The presence of sensitization
along with the non-significant change in salivary cortisol indicated that the observed effect
was not due to different degree of stress or anxiety in two trials but primarily triggered by
participants’ memory of the event.

As a form of nonassociative learning, sensitization (and its closely related effect; ha-
bituation) primarily involves sensory and sensorimotor pathways [46] (p. 395). However,
contrary to habituation which reflects an incremental level of comfort over time, sensitiza-
tion signals increased sensitivity and loss of comfort. As a result, the observed memory
sensitization among participants in the present study indicated their growing distance
toward robot-touch. In other words, it signified how these individuals (unconsciously) felt
(i.e., their emotional stance) about the robot-touch itself. In this respect, the association
between memory and emotion becomes clearer, considering their interaction during mem-
ory consolidation and its subsequent long-term retrieval [49]. It might also be tempting to
attribute the observed memory sensitization to the robot’s look-and-feel (i.e., mechanistic
than human-liked). However, it is unlikely that such a characteristic played a role in
present observation, given the substantial findings on its repulsive neuropsychological



Appl. Sci. 2021, 11, 2271 14 of 19

effect [50,51] that not only extends to the case of living versus non-living entities (e.g., tools
versus animals) [52,53] but has also been observed among other primates [54].

The unconscious effect of robot-touch on individuals’ memory and learning may help
interpret humans’ distrust in machines [20–22,25] in terms of our evolutionarily tuned
affective responses to the world’s events. Panksepp [55] (p. 123) argued that the brain emo-
tive systems evolved to “initiate, synchronize, and energize sets of coherent physiological,
behavioural, and psychological changes that are primal instinctive solutions to various
archetypal life-challenging situations.” In this view, individuals’ perception of artificial
agents may not solely be motivated by the lack of trust per se but their deeply-rooted
evolutionary emotional and cognitive reactions to an object that is presented out of its
expected context. This interpretation finds evidence in neuroscientific findings that voiced
the substantial differences in humans’ emotional and neural responses to robots [50,56].
In particular, these findings indicated that the neural markers of mentalizing [57,58] and
social motivation [59] were not activated during interaction with robots and that the brain
activity within the theory-of-mind (TOM) network [60,61] was reduced [62].

There is no doubt that robots can play a substantial role in various aspects of humans’
life from their potential utility for improving social skills in children with autism spectrum
disorder (ASD) [16] to reducing the effect of loneliness on older citizens [18]. At the same
time, the present and previous observations [20–22,25] substantiate the necessity for more
in-depth and socially situated [63] study and analysis of these new generation of our tools
to better comprehend the extent of their (dis)advantages to more effectively introduce them
to our society.

5. Concluding Remarks

The small number of participants in the present study who were from a single de-
mographic background (i.e., 30 younger Japanese adults) limit the generalizability of its
findings. Future research can address these limitations by including larger sample of
gender-diverse individuals from various cultural backgrounds and age range (i.e., children,
adolescents, and older individuals in addition to younger adults only). Such diversified
studies will allow for more informed conclusions via broader examination of the potential
effect of age, culture, and gender on present findings.

Another venue in which the future research can further the present findings is through
adaptation of different types of robots for touch interaction to verify how such variety may
affect the perception of physical interaction by human subjects. For instance, these studies
may consider the change in degree of trust, likeability, etc. by human subjects as a function
of varying level of human-likeness of such physically interacting agents. In the same vein,
they may also compare the human-likeness versus more animal-like look-and-feel to verify
how such a change in appearance could help in addressing human subjects’ affective stance
toward robots.

Another possibility to extend the present findings is through introduction of various
robot’s behavioural paradigms. Specifically, the present study used the same robot’s
touch-behaviour that followed fixed references for the robot-arm trajectories and people’s
postures. In this regard, it becomes more interesting to verify whether the robot ability to
adjust its touch as per individuals’ pose and posture can affect their attitude toward robot.
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Appendix A. Effect of the Participants’ Personality Traits on Their Responses to
Questionnaire’s Items Q1 through Q5

We observed non-significant effects of participants’ personality traits and their interac-
tions with thier gender on their responses to Q1 (Table A1), Q2 (Table A2), Q3 (Table A3),
Q4 (Table A4), and Q5 (Table A5).

Table A1. GLM analysis of the effect of participants’ personality traits (i.e., extraversion, agreeable-
ness, conscientiousness, neuroticism, openness) on their responses to question Q1.

Question Factor F p η2

participant gender 0.004 0.950 0.0002
extraversion 0.62 0.439 0.03

agreeableness 0.18 0.674 0.007
conscientiousness 1.03 0.322 0.04

neuroticism 0.64 0.432 0.03
Q1 openness 1.29 0.271 0.05

participant gender × extraversion 0.001 0.980 0.00
participant gender × agreeableness 0.05 0.827 0.002

participant gender × conscientiousness 0.22 0.646 0.009
participant gender × neuroticism 1.61 0.220 0.06

participant gender × openness 0.30 0.588 0.01

Table A2. GLM analysis of the effect of participants’ personality traits (i.e., extraversion, agreeable-
ness, conscientiousness, neuroticism, openness) on their responses to question Q2.

Question Factor F p η2

participant gender 0.84 0.371 0.03
extraversion 1.11 0.304 0.04

agreeableness 1.92 0.182 0.07
conscientiousness 0.07 0.800 0.003

neuroticism 1.18 0.29 0.05
Q2 openness 0.63 0.437 0.02

participant gender × extraversion 0.02 0.889 0.001
participant gender × agreeableness 0.28 0.605 0.0

participant gender × conscientiousness 0.04 0.836 0.002
participant gender × neuroticism 0.530 0.475 0.02

participant gender × openness 0.60 0.448 0.02
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Table A3. GLM analysis of the effect of participants’ personality traits (i.e., extraversion, agreeable-
ness, conscientiousness, neuroticism, openness) on their responses to question Q3.

Question Factor F p η2

participant gender 4.24 0.053 0.14
extraversion 0.31 0.586 0.01

agreeableness 0.16 0.690 0.01
conscientiousness 0.33 0.574 0.01

neuroticism 1.10 0.307 0.04
Q3 openness 0.16 0.692 0.01

participant gender × extraversion 3.26 0.087 0.11
participant gender × agreeableness 0.06 0.812 0.002

participant gender × conscientiousness 0.06 0.816 0.002
participant gender × neuroticism 0.77 0.392 0.03

participant gender × openness 0.16 0.696 0.01

Table A4. GLM analysis of the effect of participants’ personality traits (i.e., extraversion, agreeable-
ness, conscientiousness, neuroticism, openness) on their responses to question Q4.

Question Factor F p η2

participant gender 0.02 0.880 0.001
extraversion 0.68 0.421 0.03

agreeableness 0.270 0.609 0.01
conscientiousness 1.76 0.120 0.07

neuroticism 0.66 0.427 0.03
Q4 openness 0.49 0.491 0.02

participant gender × extraversion 0.05 0.830 0.002
participant gender × agreeableness 0.77 0.392 0.03

participant gender × conscientiousness 0.05 0.832 0.002
participant gender × neuroticism 0.12 0.737 0.005

participant gender × openness 0.01 0.760 0.004

Table A5. GLM analysis of the effect of participants’ personality traits (i.e., extraversion, agreeable-
ness, conscientiousness, neuroticism, openness) on their responses to question Q5.

Question Factor F p η2

participant gender 0.23 0.639 0.01
extraversion 0.474 0.450 0.02

agreeableness 0.41 0.532 0.02
conscientiousness 1.188 0.290 0.05

neuroticism 0.21 0.652 0.01
Q5 openness 0.52 0.480 0.02

participant gender × extraversion 1.38 0.254 0.06
participant gender × agreeableness 0.74 0.340 0.03

participant gender × conscientiousness 0.30 0.590 0.01
participant gender × neuroticism 0.09 0.763 0.004

participant gender × openness 0.13 0.728 0.01

Appendix B. Spearman Correlations: Participants’ Personality Traits

We observed a significant (uncorrected) correlation between “conscientiousness” and
“openness” personality traits of the participants (r = 0.50, p = 0.006). All the other pairwise
correlations were non-significant (Figure A1).
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Figure A1. Pairwise Spearman correlations between participants’ personality traits: Extraversion,
Agreeableness, Conscientiousness, Neuroticism, Openness. The Spearman correlation ρ along with
its p-value in each cell correspond to the paired personality traits for that cell. We only observed
a significant (uncorrected) correlation between “conscientiousness” and “openness”. All other
correlations were non-significant.

Appendix C. Kendall Correlations: Participants’ Personality Traits and Their
Responses to Q1 through Q5

We only observed a significant (uncorrected) correlation between the participants’
openness and their responses to Q4 (τ = 0.36, p = 0.038). All the other correlations (Table A6)
between participants’ personality traits and their responses to Q1 through Q5 were non-
significant.

Table A6. Kendall correlations between participants’ personality traits and their responses to questions Q1 through Q5.

Questions Extraversion Agreeableness Conscientiousness Neuroticism Openness

Q1 τ = −0.20 τ = −0.14 τ = −0.21 τ = −0.07 τ = −0.07
p = 0.224 p = 0.418 p = 0.201 p = 0.699 p = 0.680

Q2 τ = −0.01 τ = −0.23 τ = 0.09 τ = 0.21 τ = 0.14
p = 0.982 p = 0.177 p = 0.590 p = 0.228 p = 0.410

Q3 τ = 0.01 τ = −0.10 τ = −0.07 τ = 0.29 τ = −0.09
p = 0.983 p = 0.538 p = 0.703 p = 0.086 p = 0.620

Q4 τ = −0.16 τ = −0.15 τ = 0.20 τ = −0.10 τ = 0.36
p = 0.340 p = 0.381 p = 0.223 p = 0.573 p = 0.038

Q5 τ = 0.04 τ = 0.21 τ = 0.22 τ = −0.04 τ = −0.24
p = 0.842 p = 0.221 p = 0.191 p = 0.818 p = 0.165
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