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Abstract: The current measurement system of surface scattering rate applied in laser protective mate-
rials has the defects of low accuracy, discontinuous diagnosis region and narrow infrared measuring
waveband. In order to make up for these shortcomings, a high-precision material-surface-scattering-
rate measurement system based on a three-hole integrating sphere is proposed, which can realize
the high-precision quantitative measurement on any region of coating surface from near-infrared
to far-infrared band. Firstly, a new quantitative relationship between the luminous flux received by
detector and the surface scattering rate of coating is obtained by modifying the existing integrating
sphere scattering model. Secondly, a high-precision scattering characteristic measurement system
based on a three-hole integrating sphere is designed and achieved. The influence of the main design
parameters of the integrating sphere on the expected measuring accuracy of the system is investigated
by using a TracePro simulation. Accordingly, the optimal design parameters of the system are given.
Then, the main sources of the relative measurement uncertainty for the scattering rate are investi-
gated experimentally, and four main relative uncertainty factors are evaluated quantitatively. Finally,
according to the error propagation theory, the total experimental relative measurement uncertainty
of the system is obtained, which is ±2.22% and 26–56% higher than the current measuring accuracy.
The new coating-scattering-rate measurement system proposed in this paper can provide an effec-
tive experimental detection means for high-precision quantitative measurement and a performance
evaluation for laser-protective-coating surface-scattering rate.

Keywords: scattering rate; three-hole integrating sphere; high precision; quantitative measurement;
intelligent protective coating

1. Introduction

In recent years, with the growing maturity of the high-power laser countermeasures
and the lidar detection technology, some laser countermeasures and detection systems have
reached the practical application level, which puts forward more stringent requirements
for the laser damage resistance performance of laser protection stealth materials [1–3].
How to effectively avoid and resist the threat of high-power laser has become a hot
issue in the current research field of laser protection. At present, the threat of high-
power laser can be avoided mainly from two aspects [4,5]: one is to develop laser stealth
materials to reduce the risk of target detection for the lidar and tracking device loaded
in laser countermeasure equipment; the other is to develop laser protective materials to
resist the attack and damage of high-power laser. It is generally considered that adding
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laser protective coating on the protected target is an effective way to resist the high-
power laser damage. There are three kinds of laser protection materials to resist laser
damage, which are ablation protection [6–8], reflection protection [9–11] and composite
protection [12–14], respectively. Although these protecting systems can resist the damage
caused by high-power laser at a certain extent, these methods belong to the static and
passive protection mode and have the disadvantage of single protection effect. In particular,
the laser protection method with high reflectivity will inevitably lead to the problem of
low concealment for the protected target, which is not conducive to the survival of the
equipment. Therefore, it is urgent to develop laser protection materials with both laser
stealth and protection functions. The intelligent laser protection system with self-activation
function has been considered to be the most promising and challenging technology [15–17].
The development of intelligent phase change laser protection materials with high reflection
performance has great application value.

Generally, the self-activated intelligent laser protective coating is in a concealed state
when it is not irradiated by laser. In this case, the reflectivity of the coating surface is low.
When the external high-power laser invades the target surface, the coating will produce self-
activation response to the laser, and the surface reflectivity will increase rapidly, reflecting
most of the laser energy, so as to achieve the effect of target protection. Therefore, the
surface reflectance is an important parameter to evaluate the laser ablation resistance for
the self-activated intelligent laser protective coatings. The reflectance measuring methods
for coating surface can be roughly divided into two categories: the first is to evaluate the
reflection and absorption of laser by studying the changes of material state or measuring
the temperature change of the material before and after absorbing the laser in the irradiated
region. The main method is the laser absorption calorimeter [18–22]; The second is to
measure the reflectivity of materials from the optical point of view, usually using the
integrating sphere measuring method [23–28].

Among these two reflectivity measurement methods, although the laser calorimeter
can quantitatively measure the reflectivity of materials, it has some limitations. First of
all, when the calorimetry is used to measure, it is usually assumed that the light energy
absorbed by the material is totally converted into the heat energy, that is, the light energy
absorbed by the material can be equivalent to a certain heat flux injection. However,
the heat exchange between the material and the external environment is ignored in the
measuring process, leading to the large errors compared with the real results. Secondly,
the calorimetric method can only measure the reflectance for a small number of materials
meeting the lumped parameter conditions. It is difficult to determine the reflectance
for other types of materials. Compared with the laser calorimeter method, the method
of integrating sphere has higher accuracy thanks to its high efficient collection for the
scattering light. However, the current integrating sphere reflectance measurement system
has some defects: Firstly, the laser wavelengths used for the reflectivity measurement
are limited, most of them can only response to the wavelength from ultraviolet to visible
light, instead of the range from near-infrared to far-infrared band. Secondly, the measuring
region is always discontinuous, so it is impossible to measure the scattering rate in a specific
region on the coating surface. Thirdly, the measuring accuracy still needs to be improved.
The reflectivity measurement accuracy of the current integrating sphere system is less than
3–5% [29–32].

In order to realize the high-precision measurement of the scattering rate for specific
damage region on the coating surface in infrared band, a material-surface-scattering-rate
measurement system responded to the infrared laser was proposed based on the three-hole
integrating sphere. First of all, according to the structure characteristics of three-hole
integrating sphere and the Lambert diffuse reflection model, the quantitative relationship
between the scattering rate of material surface and the incident light power was given
theoretically. Then, the main factors affecting the measuring accuracy of the system were
analyzed and simulated by using the TracePro tool [33]. The correctness of the simulation
analysis results was verified by the experiments. Finally, through the establishment of a
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high-precision three-hole integrating sphere scattering rate experimental measurement
system, and combined with the results of TracePro simulation analysis, the uncertainty
sources and interfering factors from the laser power stability, the laser incidence angle,
the gap between the sample and the hole of integrating sphere, and the ambient light
were comparatively analyzed. The maximum measuring relative uncertainty of the system
was found to be less than ±2.22%. The measuring accuracy was higher than that of the
current integrating sphere measurement results, which provided an important experimental
evaluation method for accurately and quantitatively characterizing the surface infrared
laser reflection performance of self-activated intelligent laser protective coating.

2. Theoretical Modified Model of Scattering Characteristics on Coating Surface

As shown in Figure 1, it is assumed that the reflection law of the material inside the
integrating sphere follows Lambert’s law of diffuse reflection, so the illuminance at any
point inside the integrating sphere consists of two parts: one is the illuminance generated by
the light source directly irradiating a point a; and the other is the superimposed illuminance
generated at the point a, excluding the contribution of illuminance caused by directly
irradiating from the light source to point a.
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For any point a in the integrating sphere, the illuminance E0 produced by directly
irradiating from the light source can be expressed as follows:

E0 =
φ

4πr2 (1)

where φ is the total luminous flux of the light source, and r is the radius of the integrat-
ing sphere. The illuminance E1 after one time reflection can be represented as follows:
E1 = ρ·φ

4πr2 , where ρ is the coating reflectivity on the inner wall of the integrating sphere.

The illumination E2 produced by secondary reflection can be expressed as E2 = ρ2·φ
4πr2 . Then,

one can infer that the illuminance En after the nth reflection is En = ρn ·φ
4πr2 .

Therefore, the total illumination produced at point a can be written as follows:

E = E0 + E1 + E2 + · · ·+ En + · · ·
= φ

4πr2 +
ρ·φ

4πr2 +
ρ2·φ
4πr2 + · · ·+

ρn ·φ
4πr2 + · · ·

= φ

4πr2 +
ρ·φ

4πr2 (1 + ρ1 + ρ2 + · · ·+ ρn + · · · )
= φ

4πr2 +
φ

4πr2 ·
ρ

1−ρ

(2)
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where the first term in Equation (2) is the illuminance produced by the light source directly
irradiating at the point, and the second term is the sum of the illuminance produced by
the light reflected by other points. For a single-hole integrating sphere, when the laser
enters the integrating sphere from the hole, it will not directly irradiate the point outside
the incident position. Therefore, Equation (2) can be simplified as follows:

E =
φ

4πr2 ·
ρ

1− ρ
(3)

For the three-hole integrating sphere, as shown in Figure 2, the laser enters into
the integrating sphere from hole a to hole b. The hole b is blocked by the measured
coating sample. The laser incident on the material surface is reflected many times in the
integrating sphere and finally reaches the port of detector window c. With photoelectric
signal conversion module, the detector converts the collected illumination into current
signal. After calculation by using the data-processing module, the measurement results are
output by a display module.

Appl. Sci. 2021, 11, x FOR PEER REVIEW 4 of 19 
 

0 1 2
2

2 2 2 2

1 2
2 2

2 2

4 4 4 4

(1 )
4 4

14 4

n
n

n

E E E E E

r r r r

r r

r r

f r f r f r f
p p p p
f r f

r r r
p p
f f r

rp p

= + + + + +

⋅ ⋅ ⋅
= + + + + +

⋅
= + + + + + +

= + ⋅
-

 

 

 
 (2)

where the first term in Equation (2) is the illuminance produced by the light source di-
rectly irradiating at the point, and the second term is the sum of the illuminance produced 
by the light reflected by other points. For a single-hole integrating sphere, when the laser 
enters the integrating sphere from the hole, it will not directly irradiate the point outside 
the incident position. Therefore, Equation (2) can be simplified as follows: 

2 14
E

r
f r

rp
= ⋅

-
 (3)

For the three-hole integrating sphere, as shown in Figure 2, the laser enters into the 
integrating sphere from hole a to hole b. The hole b is blocked by the measured coating 
sample. The laser incident on the material surface is reflected many times in the integrat-
ing sphere and finally reaches the port of detector window c. With photoelectric signal 
conversion module, the detector converts the collected illumination into current signal. 
After calculation by using the data-processing module, the measurement results are out-
put by a display module. 

 
Figure 2. Reflection model of laser in three-hole integrating sphere. 

It is assumed that the average spectral reflectance of the diffuse reflective coating 
material in integrating sphere is ρ and the total radiation flux of the laser source entering 
the integrating sphere is ϕ0. As the light on the inner surface of integrating sphere reaches 
equilibrium after several times of diffuse reflection, the radiation flux distribution in the 
inner cavity is uniform and the illuminance is equal everywhere. As a result, the illumi-
nance at any point in the integrating sphere is as follows: 

E
A
f

=å  (4)

Figure 2. Reflection model of laser in three-hole integrating sphere.

It is assumed that the average spectral reflectance of the diffuse reflective coating
material in integrating sphere is ρ and the total radiation flux of the laser source entering
the integrating sphere is φ0. As the light on the inner surface of integrating sphere reaches
equilibrium after several times of diffuse reflection, the radiation flux distribution in
the inner cavity is uniform and the illuminance is equal everywhere. As a result, the
illuminance at any point in the integrating sphere is as follows:

E =
∑ φ

A
(4)

where ∑ φ represents the sum of the radiation fluxes after multiple reflections in the
inner cavity of the integrating sphere, and A is the surface area of the integrating sphere
inner wall.

Since the divergence angle of the laser source used in the experiment is rather small
(~1 mrad), it can be approximately considered as a parallel light. Therefore, when the laser
first irradiates the surface of the measured sample, the incident beam is reflected by the
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coating and then the reflected beam is scattered around. After first diffuse reflection, the
luminous flux φ1 remaining in the integrating sphere can be written as:

φ1 = s·φ0·(1−
d2

1 + d2
2

4D2 ) (5)

where φ0 represents the total radiation flux in the integrating sphere without diffuse
reflection; s is the scattering rate of the sample to be measured; D is the diameter of the
integrating sphere; d1 is the entrance port diameter of the integrating sphere, d2 is the
diameter of the hole at the detector location; d3 is the diameter of the hole at the coating
sample plate.

The remaining luminous flux φ1 after the first diffuse reflection will be diffused for
the second time in the integrating sphere. Therefore, the remaining luminous flux φ2 after
the second diffuse reflection can be expressed as follows:

φ2 = ρ·φ1·[1−
d2

1 + d2
2

4D2 −
(1− s)d2

3
4D2 ] (6)

where the second term in Equation (6) represents the luminous flux loss factor caused
by the incident port a and the port of opening window b at the detector location, and
the third term represents the luminous flux loss caused by the surface absorption of the
measured coating.

Let λ = 1− d2
1+d2

2
4D2 −

(1−s)d2
3

4D2 , then

φ2 = ρ·φ1·λ (7)

where λ is defined as the luminous flux loss factor.
After the third diffuse reflection, the luminous flux φ3 remaining in the integrating

sphere is calculated as follows:

φ3 = ρ·φ2·λ = ρ·φ1·λ2 (8)

For the fourth diffuse reflection, the luminous flux φ4 remaining in the integrating
sphere is calculated as follows:

φ4 = ρ·φ3·λ = ρ·φ1·λ3 (9)

By using the induction method, one can know that after nth times of diffuse reflection,
the luminous flux φn remaining in the integrating sphere can be written as follows:

φn = ρn−1·φ1·λn−1 (10)

By accumulating the luminous flux remaining in the integrating sphere after each
diffuse reflection, the following results can be obtained:

∑ φ = φ1 + φ2 + φ3 + · · ·+ φn = φ1 +
ρ·φ1·λ(1− λn)

1− λ
(11)

The scattering rate on the coating surface can be calculated by Equation (11). Therefore,
the luminous flux Φd received by the detector can be express as follows:

Φd = η·∑ φ·St

A
=

[
1 +

ρ·λ(1− λn)

1− λ

]
·ηφ1St

A
(12)

where η is the response efficiency of the detector to the laser wavelength used in the
measurement, and St is the area of the detector opening port. Equation (12) gives the
mathematical expression and design principle between the incident luminous flux of the
three-hole integrating sphere and the received luminous flux of the detector. It is easy to
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know that the received luminous flux of the detector is positively proportional to the area of
the detector opening, and positively related to the incident laser light flux and the average
spectral reflectance of the diffuse reflective coated on the inner wall of the integrating
sphere. There is a negative correlation between the diameters of the light entrance port and
the opening at the sample plate.

3. Design, Simulation and Implementation for Scattering Measurement System
3.1. Design and Simulation for Aiming-and-Positioning System

The scattering-rate measurement system based on three-hole integrating sphere was
mainly composed of the aiming-and-positioning system, the scattered-light collection and
the data-processing system. The laser wavelength was 1064 nm in this paper. The laser
wavelength at 1064 nm is invisible to the naked eye. Therefore, in order to observe and
adjust the position of the incident spot on the sample plate, it is necessary to design the
corresponding visible-light aiming-and-positioning system.

The green laser at 532 nm was used as the light source of the aiming-and-positioning
system. The beam splitter was placed between the laser and the integrating sphere, and
a charge coupled device (CCD) camera was mounted on the side of the beam splitter to
observe the position of the laser spot. Due to the high brightness of the laser and the
closed space in the integrating sphere, only a green spot could be observed in the CCD
camera when the laser was incident into the integrating sphere. In other words, the relative
position of the measuring spot at the wavelength of 1064 nm on the sample plate would
not be observed. Therefore, it is necessary to install a micro light emitting diode (LED) light
inside the integrating sphere to improve the contrast for the convenience of observation. In
this paper, blue light was used to excite yellow fluorescent material in TracePro to simulate
the white light produced by LED.

Figure 3 shows the composition diagram of the aiming-and-positioning system and
the simulation results obtained by TracePro. It could be seen that the laser passed through
the beam splitter and reached the sample surface to form a spot. A small part of the light
reflected from the sample surface was reflected by the beam splitter into the CCD camera
for imaging, so that the relative position of the spot on the sample plate could be observed.
Then, the position of the sample would be adjusted according to the CCD image to make
the laser irradiate the coating surface region.
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The above aiming-and-positioning system model was imported into TracePro, the
images received by CCD camera were observed and recorded. The comparison results
without and with LED lighting are shown in Figure 4. It was obvious from Figure 4a that
the laser spot could only be observed in the integrating sphere without LED illumination,
and the relative position of the spot on the sample plate could not be observed. In this
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case, the relative position between the laser spot and the sample could not be adjusted.
After adding LED lighting source, as shown in Figure 4b, the CCD camera could clearly
distinguish the relative position of the incident light spot on the sample. In this way, one
can adjust the three-dimensional position of the sample plate according to the observed
spot position, so as to achieve the accurate measurement of the region interested.
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3.2. Modeling for Three-Hole Integrating Sphere

The integrating sphere models with spherical-missing plate and sample plate were
established respectively. In this model, there were three holes, named incident beam
opening, measuring opening and sample opening, on the surface of the integrating sphere.
The measuring opening and the sample opening were respectively fitted with the detector
and the sample plate, while the incident beam opening was empty.

Figure 5 shows a geometric model of integrating sphere with the spherical-missing
plate and the sample plate. In Figure 5a, the contact position between the spherical-missing
plate and the hole of the integrating sphere was a part of the sphere. When the spherical-
missing plate and the integrating sphere coincided, the integrating sphere just formed a
complete sphere, which was used to measure the background current noise. In Figure 5b,
the reference sample plate in contact with the sample opening of the integrating sphere
was a plane plate, which was used to provide reference calibration.
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The TracePro was employed to achieve accurate simulation by using more tracing
rays. However, with the increase of the tracing rays number, the effect of improving the
accuracy for the results would be weaker. In the meantime, it would also cause a heavy
computing burden for simulation. Therefore, in order to ensure the accuracy and efficiency
of the results, we investigated the simulation effect for different numbers of tracing rays,
and the results are shown in Figure 6. It could be seen from the Figure 6 that the simulated
results fluctuated greatly when the number of tracing rays was small, which led to the
low accuracy of the simulated results at this stage. With the increase of the tracing rays
number, the simulated results gradually tended to be stable. After the number of tracing
rays reached at 47,000, the simulated results only fluctuated in a small range.

According to Figure 6, the simulation results for tracing rays number could be divided
into three intervals, namely 1000–20,000, 21,000–46,000 and 47,000–80,000. The standard
deviation for these three sections of data could be obtained respectively to investigate
the stability of the calculation results. The calculation results showed that the variation
coefficient of simulated luminous flux was respectively 1.25%, 0.37% and 0.15% in the
ranges of 1000–20,000, 21,000–46,000 and 47,000–80,000. Obviously, the luminous flux
received by the detector fluctuated greatly in the range of 1000–20,000. At the range
from 21,000 to 46,000, the simulated results were relatively stable, but there were still
large fluctuations. When the number of tracing rays was more than 46,000, the standard
deviation of simulated results was lower and more stable. Therefore, in this paper, 50,000
of tracing rays was chosen for high credibility results and short simulation time.
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3.3. Influence of Design Parameters on Measurement Results

In order to quantitatively evaluate the influence of the design parameters on the
simulated results, four influencing factors, namely, the radius of integrating sphere, the
radius of the incident beam opening, the diameter of the incident beam and the coating
reflectivity on the inner wall of the integrating sphere, were simulated and analyzed.
The simulation results are shown in Figure 7.



Appl. Sci. 2021, 11, 9457 9 of 20

Appl. Sci. 2021, 11, x FOR PEER REVIEW 9 of 19 
 

3.3. Influence of Design Parameters on Measurement Results 
In order to quantitatively evaluate the influence of the design parameters on the sim-

ulated results, four influencing factors, namely, the radius of integrating sphere, the ra-
dius of the incident beam opening, the diameter of the incident beam and the coating re-
flectivity on the inner wall of the integrating sphere, were simulated and analyzed. The 
simulation results are shown in Figure 7. 

  

(a) (b) 

  

(c) (d) 

Figure 7. Influence of design parameters on the received luminous flux of the detector: (a) radius of the integrating sphere, 
(b) incident opening radius, (c) diameter of the incident beam and (d) reflectivity of the inner wall for the integrating 
sphere. 

Firstly, the variation of the luminous flux received by detector with the radius of the 
integrating sphere was simulated, as shown in Figure 7a. The radius of integrating sphere 
was set to 40–60 mm, the diameter of incident beam opening and measuring opening was 
equal to 20% of integrating sphere diameter, the diameter of sample opening was equal 
to 15% of integrating sphere diameter, the diameter of detector hole was 12% of integrat-
ing sphere diameter, the beam diameter was set to 2 mm and the luminous flux of laser 
source was 1 W. 

It can be seen from Figure 7a that the luminous flux received by detector hardly 
changed with the varied radius of the integrating sphere. The further calculation showed 

Figure 7. Influence of design parameters on the received luminous flux of the detector: (a) radius of the integrating sphere,
(b) incident opening radius, (c) diameter of the incident beam and (d) reflectivity of the inner wall for the integrating sphere.

Firstly, the variation of the luminous flux received by detector with the radius of the
integrating sphere was simulated, as shown in Figure 7a. The radius of integrating sphere
was set to 40–60 mm, the diameter of incident beam opening and measuring opening was
equal to 20% of integrating sphere diameter, the diameter of sample opening was equal to
15% of integrating sphere diameter, the diameter of detector hole was 12% of integrating
sphere diameter, the beam diameter was set to 2 mm and the luminous flux of laser source
was 1 W.

It can be seen from Figure 7a that the luminous flux received by detector hardly
changed with the varied radius of the integrating sphere. The further calculation showed
that the average received luminous flux was 0.0757 W, and the standard deviation was
1.5 × 10−4 W. The coefficient of variation was only 0.2%. However, if the radius of
integrating sphere was too small, the laser incident and sample opening would be too
small, it is not easy to adjust the laser incident spot and the relative position of sample
plate. Therefore, the larger integrating sphere should be selected appropriately. Since
the diameter of integrating sphere had no obvious influence on the simulated results, the
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following simulation process would select the integrating sphere with a radius of 50 mm
as the general design parameter.

Secondly, the variation of the luminous flux received by detector with the different
opening radius of the incident beam was simulated. The simulation results are shown
in Figure 7b. The opening radius of the incident beam was set to 5–15 mm, the beam
diameter was 2 mm and the luminous flux of the output laser was 1 W. It can be seen
that there was a negative correlation between the luminous flux of the incident light and
the opening radius of the incident beam. Moreover, with the increasing of the diameter
of incident beam opening, the more light escaped from the hole, the total luminous flux
remained in the integrating sphere decreased. Therefore, the opening radius at the position
of laser incidence should be as small as possible. However, the small opening radius
would lead to increasing the difficulty for adjusting the spot position on the sample plate.
The simulation results showed that, when the opening radius was set to 10 mm, the laser
incident position could be adjusted in a large range, and the light flux escaping from the
opening is relatively small. Therefore, the radius of 10 mm was selected as the parameter
of incident beam opening.

Thirdly, in order to investigate the influence of the incident beam diameter on the
simulated results, the variation of the received luminous flux with the incident beam
diameter was simulated. The results are shown in Figure 7c. The beam diameter was set
to be 1–3 mm. The luminous flux was still 1 W. The radius of the integrating sphere was
50 mm, the opening diameter of the incident beam and the measuring opening was set to
be 20% of the integrating sphere diameter, the diameter of the sample opening was 15% of
the integrating sphere diameter and the measuring opening diameter of detector was set to
be 12% of the integrating sphere diameter.

As can be seen from Figure 7c, the influence of the beam diameter on the luminous
flux was found to rather small. The main reason for the small fluctuation on the simulated
results was that the light source used in TracePro model was a grid point light source.
When the beam diameter was changed, the grid point distribution of the light source would
also change. Therefore, the position of each beam incident into the integrating sphere
would change, which would have a certain fluctuation effect on the simulation results.
In the actual processing of integrating sphere, considering that too large beam diameter
would increase the difficulty for adjusting the incident beam position, and the too-small
beam diameter would not cover the region to be measured on the coating surface, the
diameter of 2 mm was selected as the parameter of the incident beam opening.

Finally, the influence of the scattering rate for the inner wall of the integrating sphere
on the received luminous flux had been investigated. The simulated results are shown
in Figure 7d, where the scattering rate of the inner wall on the integrating sphere ranged
from 90% to 99%. Because it was assumed that the inner coating of the integrating sphere
followed an ideal Lambert’s law scattering the simulated results would follow an exponen-
tial growth trend, with the increase of the inner coating reflectivity in integrating sphere.
The results indicated that the enhancement of the coating scattering rate on the inner
wall of the integrating sphere could effectively reduce the light energy loss, which had a
significant impact on the accuracy improvement for the measurement results. Therefore,
one should choose the integrating sphere with the largest scattering rate. In this paper, the
inner surface of the integrating sphere had processed by gold-plating and sand-blasting
technology. The highest internal reflectivity could be reached at 96%.

3.4. Modeling and Implementation for Surface Scattering Measurement System

According to the above design parameters, the surface scattering measurement sys-
tem had been designed and modeled. The design diagram of the high-precision surface
scattering measurement system is shown in Figure 8. The system is mainly composed
of the aiming-and-positioning system and the measuring system. The main function of
the aiming-and-positioning system is to facilitate the real-time observation for the region
to be measured, so as to improve the flexibility and accuracy of the measuring system.
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The main function of the scattering-rate measuring system is to collect the scattered light
efficiently, so as to achieve the high-precision scattering-rate measurement for any region
on the coating surface.
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Figure 8. Diagram of high-precision surface-scattering measurement system model.

Before using the high-precision integrating-sphere scattering-rate system for measure-
ment, the aiming-and-positioning system should be firstly used to aim at the measuring
region. When aiming, one can observe the spot position on the sample plate through the
image collected by CCD camera, and then adjust the laser incident position according
to the image to make the spot coincide with the region interested. Before the reflectivity
measurements, the laser incident angle and the horizontal and vertical offset positons are
adjusted by using the three-dimensional displacement adjustment platform and collimator
to ensure that the incident laser beam vertically passes through the integrating sphere
from the center of the incident beam opening to the center of the sample opening. Once
the laser incidence angle is adjusted, the position of the laser spot relative to the sample
opening remains unchanged, and then the relative position of the sample plate is adjusted
by using the three-dimensional displacement platform to select the region to be measured.
After the region to be measured has been selected, the laser at 1064 nm should be turned
on to record the luminous flux received by the infrared detector. According to the cali-
bration relationship between the simulated luminous flux and detector photocurrent, the
scattering rate for the specific region on the sample surface to the corresponding laser
wavelength can be calculated. The photograph of high-precision three-hole-integrating-
sphere coating-scattering-rate measurement system is shown in Figure 9. The specific
technical parameters of the system are shown in Table 1. The flowchart of high-precision
scattering-rate measuring system is shown in Figure 10.
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Figure 9. Photograph of high-precision three-hole-integrating-sphere coating-scattering-rate mea-
surement system. (1) laser, (2) optical filter, (3) beam splitter, (4) CCD camera, (5) three-hole in-
tegrating sphere, (6) liquid-nitrogen injection port, (7) LED light switch, (8) system frame and
three-dimensional adjustment platform of sample, (9) laser power meter, (10) incident beam opening
and (11) measuring opening.
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Table 1. Main technical parameters of the system.

System Component Parameter Specifics/Design Values

Laser
Wavelength for Measurement 1064 nm

Wavelength for aiming 532 nm
Power Stability ±0.19%

Integrating Sphere

Inner Surface Diameter 100 mm
Incident Beam Opening Diameter 20 mm

Sample Opening Diameter 15 mm
Detector Opening Diameter 12 mm

Diffuse Reflectance of Inner Wall 96%

CCD Camera
Focal Length of Aiming Optical System 6–60 mm

f -Number 1.4

Infrared Detector
Sensor InSb and HgCdTe

Response Band 1–13 µm
Response Time 50 ms

As can be seen in Figure 10, it is necessary to measure the background noise to reduce
the measuring uncertainty of the system before employing the system for measurement.
Then, the laser-aiming-and-positioning system was used to complete the laser aiming for
the measured region. Finally, the reflectivity of the selected region could be measured.
The specific steps can be summarized as follows. The first step is to install the spherical-
missing plate and to record the background current I0 received by the infrared detector
without turning on the laser. The second step is to remove the spherical-missing plate
and to install the standard reference sample plate, which is made of gold-plating and
sand-blasting process. In this paper, the surface reflectance of reference sample is consistent
with the internal reflectance in the integrating sphere, both of which are 96%. Then, turn
on the laser at 1064 nm and LED light; adjust the laser incident direction, using the aiming-
and-positioning system; make it incident vertically from the beam inlet port to the center
position of reference sample plate; and record the photocurrent value I1 received by the
detector. The third step is to detach the standard reference sample plate and to replace it
with the sample plate to be measured. Then, turn on the green laser at 532 nm and LED
light, observe the spot position on the sample plate according to the image recorded by
the CCD camera and adjust the position of the sample plate properly to make the spot
coincide with the region to be measured on the coating surface. After completing the above
operations, turn off the indicator laser at 532 nm and LED light, turn on the infrared laser at
1064 nm and record the photocurrent value I2 recorded by the infrared detector. At last, the
surface reflectance s of the measured coating can be calculated as the following expression:

s =
I2 − I0

I1 − I0
·ρref (13)

where the ρref is the surface reflectance of gold-plating standard reference plate.

4. Relative Uncertainty Analysis for Scattering-Rate Measurement System

In order to quantitatively evaluate the actual measuring relative uncertainty of the
system, we analyzed the influence of the relative uncertainty factors on the measuring
accuracy in terms of following five main relative uncertainty sources: the laser power
stability, the laser incident angle, the gap distance between the sample plate and the
integrating sphere, the ambient light angle and the off-center position of the incident laser
beam. The experimental results were compared with the corresponding simulation results.
Then, considering the influence of all relative uncertainties on the total measuring results,
the experimental measuring accuracy of the system were given.

4.1. Calibration of Detector

In the measurement, the detector usually obtains the current intensity, while the
physical quantity received by the detector is always expressed as the luminous flux in the
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simulation analysis. In order to obtain the surface reflectance of the coating, the calibration
relationship between the output laser power and the detector photocurrent intensity should
be established firstly according to Equation (13). In addition, the corresponding model was
established in TracePro according to the technical parameters of the measurement system,
in order to ensure the consistency and comparability between the simulation model and the
actual measuring system. The specific simulated parameters were as follows: the opening
radius of integrating sphere was 50 mm, the opening radius of incident beam was 10 mm,
the radius of sample opening was 6.5 mm and the radius of measuring opening was set to
7.5 mm. The diameter of incident beam was 2 mm. The laser power increased from 0 to
1 W with an interval of 50 mW. The inner wall reflectivity of the integrating sphere was set
to 96%. The scatting model employed the standard Lambert’s law scatting.

Figure 11 shows the calibration results between the output detector photocurrent
intensity and the simulated luminous flux. The laser power in TracePro was consistent
with the experimental laser power, and the adjustment range of both was 0–1 W. In the
experiment, the output laser at 1064 nm was sampled once per second for 10 s, and then
the average value of ten samples had been taken. After stabling the laser power, the
photocurrent value measured by the infrared detector was recorded by consecutive reading
five times and taking the mean value. It could be seen from Figure 11a that the simulated
luminous flux received by the detector and the detector photocurrent intensity were
linearly related to the incident laser power. Figure 11b presents the calibration relationship
between the detector photocurrent intensity and the simulated luminous flux, which can
be expressed by the following equation:

Iout = 0.817Φd (14)

where Iout is the responding detector photocurrent intensity to the luminous flux; Φd is
the simulated luminous flux received by the detector. Equation (14) indicates that the
simulated luminous flux of 1 mW corresponds to the detector photocurrent intensity of
0.817 µA.
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4.2. Relative Uncertainty Analysis

For the high-precision scattering-rate measurement system in this paper, the analy-
sis shows that the following five factors could be the main relative uncertainty sources
for measurement: the laser power stability, the laser incidence angle, the gap distance
between the sample plate and the integrating sphere, the ambient light angle and the
off-center position of the incident laser beam. The relative uncertainty is determined by the
following expression:

urel =
u
x

(15)

where urel represents the relative uncertainty of measurement results; x is the arithmetic
mean of statistics; and u represents the uncertainty of measurement results, which can be
expressed by the following equation.

u = max{|xi − x|, i = 1, 2, . . . , n} (16)

where n is the number of measured data.
Since the response band of the detector used in this paper lies in the infrared band,

the angle and intensity of the ambient light have little effect on the detector under the
condition of laboratory environment. The experimental result also show that the relative
uncertainty of infrared detection caused by different incident angles of ambient light is
less than ±0.018%, as shown in Figure 12a. Therefore, this relative uncertainty can be
ignored in the laboratory environment. Due to the use of aiming-and-positioning system,
the off-center position of the incident laser beam in the experiments is estimated to be less
than 3 mm. As can be seen from Figure 12b, the fluctuation of experimental luminous flux
received by the detector is rather small in the range of off-center position −3 mm to 3 mm,
with an average value of 75.24 mW and a measured uncertainty of ±0.229 mW. Therefore,
the maximum measurement uncertainty due to the off-center position of the incident laser
beam is ±0.30%.
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(a) ambient light angle and (b) off-center position of incident beam.

The maximum output power of the laser used in this experiment is 1000 mW with
the measured uncertainty of 1.9 mW. Therefore, the relative stability of the laser power is
±0.19%. The laser incidence angle is different due to the working distance, that is, the longer
the working distance, the smaller the allowable laser incidence angle. Therefore, a long
working distance is conducive to improve the reflectivity measurement accuracy. Restricted
by the opening size of the integrating sphere, the influences of the laser incidence angle
in the range of 0–1.95◦ on the received luminous fluxes of the detector are simulated and
experimentally measured. The gap distance between the sample plate and the integrating
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sphere is found to be in the range of 0–1 mm. The influences of laser incidence angle and
gap distance on the received luminous flux has been simulated and measured respectively,
and they are shown in Figure 13.
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Figure 13. Influences of laser incidence angle and gap between sample and integrating sphere on measurement results:
(a) laser incident angle and (b) gap between sample and integrating sphere.

It can be seen from Figure 13a that the simulated luminous flux basically showed a
slight downward trend with the increase of laser incidence angle. However, the experi-
mental results showed a limited fluctuation in a certain range with the increase of laser
incidence angle. The reason was that the change of laser incidence angle would affect the
spatial distribution of scattered light energy in the integrating sphere at a certain extent.
Because the surface of the standard sample could be considered as a Lambert diffuse
reflection surface, the scattering brought a weak randomness. Figure 13b indicated that the
luminous flux received by the detector decreased slowly with the increase of the sample
gap distance. This phenomenon could be easily understood: the expanding gap distance
between the sample and the integrating sphere would lead to the increasing amount of
beam leakage at the sample region. Therefore, the luminous flux received by the detector
also decreased. In addition, it could be seen from Figure 13b that there was an obvious
overall offset between the experimental results and the simulation results. There were two
main reasons for this phenomenon: On the one hand, it was assumed that the sample plate
and the sample opening were parallel to each other in the experiments. However, in reality
the absolute parallelism between the sample plate and the sample opening could not be
achieved, resulting in the obvious offset for the measured results. On the other hand, due
to the imperfection of the model itself used in this paper, it was different from the real
situation, which could not perfectly reflect the real measurement situation.

In order to increase the measurement accuracy and reduce the measurement uncer-
tainty, the working distance in the experiment is set to 500 mm. Since the actual sample
opening size of the integrating sphere is 12 mm, the maximum allowable laser incidence
angle is 0.57◦. According to the curves in Figure 13a,b, the relative uncertainties of the
received luminous fluxes obtained by simulation and experiment could be calculated under
different laser incident angles and sample gap distances. The results showed that when the
laser incidence angle changed from 0◦ to 0.57◦, the relative uncertainties of the received
luminous fluxes obtained by simulation and experiment were ±0.65% and ±1.77%, respec-
tively. When the gap distance changed from the range 0 to 1 mm, the relative uncertainties
of the luminous fluxes obtained by simulation and experiment were ±2.02% and ±1.06%,
respectively. The above analysis results indicated that the main factors affecting the mea-
suring relative uncertainty were the laser incidence angle and the sample gap distance.
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Therefore, in order to effectively reduce the experimental relative uncertainty, it is necessary
to ensure that the laser beam vertically enters the integrating sphere, and keep the sample
and integrating sphere close together.

Since the same measurement system is used, it can be assumed that the measurement
relative uncertainty of the detector output photocurrent for the reference sample is equal to
that of the measured sample. Then, according to Equation (13), and combined with the
error propagation theory [34], the quantitative relationship between the reflectivity relative
uncertainty us of the coating to be measured and the measured photocurrent relative
uncertainty uI of the detector can be deduced as follows:

us = ±
√

2ρre f uI (17)

Because there is a relationship between the measured photocurrent and the received
luminous flux, as shown in Equation (14), Equation (17) can be converted into the following:

us = ±1.06uΦ (18)

where uΦ is the relative uncertainty of the luminous flux received by detector.
It can be seen from Equation (18) that there is a positive proportional relationship

between the measuring relative uncertainty of the scattering rate and the measuring relative
uncertainty of the luminous flux received by detector.

Due to the influences of the laser power fluctuation, the laser incident angle, the
sample gap distance and the ambient light, the ambient light angle and the off-center
position of the incident laser beam are independent of each other, and according to the
error propagation theory, the total measuring relative uncertainty of the scattering rate on
the coating surface should meet the following equation:

utotal = ±
√

u2
l + u2

i + u2
g + u2

a + u2
o (19)

where utotal is the total measurement relative uncertainty of the coating to be tested; ul is
the relative uncertainty caused by the instability of laser power; ui is the measuring relative
uncertainty of the surface scattering rate due to the deviation of the incident laser angle;
ug is the measuring relative uncertainty caused by the gap distance between the sample
and the integrating sphere due to the surface roughness and the installation deviation of
the sample; ua represents the relative uncertainty due to the influence of ambient light; uo
represents the relative uncertainty due to the off-center position of the incident laser beam

By substituting the simulated and experimental relative uncertainties from the above
mentioned five factors into Equation (19), the total relative measurement relative uncer-
tainties for simulation and experiment were found to be ±2.28% and ±2.22%, respectively.
Compared with the 3–5% measuring relative uncertainty for the scattering rate reported
in the current works of the literature, the experimental measurement accuracy of the
high-precision scattering-rate measurement system based on the three-hole integrating
sphere with wide infrared band range proposed in this paper was found to be improved
by 26–56%, which had achieved the high-precision measurement for the specific region on
the coating surface.

5. Conclusions

Aiming at addressing the problems of low measuring accuracy, discontinuous mea-
suring region and narrow infrared response waveband for surface-scattering-rate measure-
ment in laser-protective-materials diagnostics, a high-precision material-surface-scattering-
rate measurement system based on three-hole integrating sphere was proposed in this
paper that could achieve high-precision quantitative measurement in any region on a
coating surface, with a wide response waveband from near-infrared to far-infrared band.
Firstly, in terms of theoretical research, the current integrating-sphere scattering model
was improved, and the quantitative expression between the luminous flux received by the
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detector and the scattering rate on the coating surface was obtained, which was closer to the
actual situation. Based on theoretical result, the simulation of the new integrating-sphere
measuring system and the analysis of relative uncertainty sources were carried out. A high-
precision scattering-characteristic measurement system based on a three-hole integrating
sphere was designed and established. The influence of the main design parameters on
the expected measuring accuracy of the system was studied by TracePro simulation, and
the optimal design parameters of the system were obtained. Combined with the experi-
mental results, the main measuring relative uncertainty sources for the scattering rate of
the system were investigated. The measurement accuracy evaluation for the five main
relative uncertainty factors, namely laser-power stability, laser incident angle, sample gap
distance, ambient-light interference and off-center position of incident beam, was also
carried out. The results showed that the laser incident angle had the greatest influence on
the relative measurement uncertainty in the system, followed by the sample gap distance.
The stability of the laser power depended on the selected laser performance, while the
influence of the ambient light angle and the off-center position of incident beam could
be ignored in the laboratory environment. Finally, according to the error propagation
theory, the total experimental relative measurement uncertainty of the system was found
to be ±2.22%, which was 26–56% higher than the existing measurement accuracy. The new
scattering-rate measuring system proposed in this paper provides an effective experimental
method for high-precision quantitative measurement and performance evaluation in the
field of laser-protective-materials diagnostics.
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