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Abstract: The purpose of this study was to evaluate the accuracy of intraoral scanners in 10 abutments
(five premolars and five molars) obtained in a dental clinic and to analyze the impacts of the volume
and area of abutments on scanning accuracy. Abutment casts were scanned five times with a 3D
contact scanner (DS10; Renishaw plc). The five scan files were lined up and then merged, and one
high-resolution computer-aided design reference model (CRM) was obtained. To obtain a computer-
aided design test model (CTM), three types of intraoral scanners (CS3600 (Carestream Dental), i500
(Medit), and EZIS PO (DDS)) and one type of laboratory scanner (E1; 3Shape) were employed.
Using 3D analysis software (Geomagic control X; 3D Systems), the accuracy of the scanners was
evaluated, including optimal overlap by optimal alignment. The conformity of the overlapped data
was calculated by the root mean square (RMS) value, using the 3D compare function for evaluation.
As for statistical analysis, testing was conducted, using one-way and two-way ANOVA and the
Tukey HSD test (α = 0.05) for the comparison of the groups. To analyze the correlations of the volume
and area of the abutments with accuracy, Pearson’s correlation analysis was conducted (α = 0.00625).
Both premolar and molar abutments showed a lower RMS value on the laboratory scanner than on
the intraoral scanners, and the RMS value was lower in premolars than in molars (p < 0.001). In the
intraoral scanner group, CS3600 showed the best accuracy (p < 0.001). There were significant positive
correlations for the volume and area of the abutments with accuracy (p < 0.001). The type, volume,
and area of the clinically applicable abutments may affect the accuracy of intraoral scanners; however,
the scanners used in the present study showed a clinically acceptable accuracy range, regardless of
the type of abutment.

Keywords: intraoral scanner; accuracy; digital workflow; tooth preparation; abutment

1. Introduction

Breaking from the conventional dental workflow, which is dependent on the operator’s
experience, digital dental workflows have been made possible by the introduction of dental
computer-aided design and computer-aided manufacturing (CAD/CAM) [1–3]. From a
partially digital workflow that involved the process of obtaining a virtual cast through
taking an oral impression, working model production, and use of a laboratory scanner [4],
the use of intraoral scanners made fully digital dental workflows possible [5]. Intraoral
scanners have the advantage of being able to obtain virtual casts directly from the patient’s
mouth without any additional work process, which is an essential element of a chairside
CAD/CAM system [6,7]. Intraoral scanners can produce 3D models and scan oral and
dental soft tissues quickly and easily, and can be visualized using 3D modeling, making
communication between dentists and dental technicians and patients clearer [8]. If it is
difficult to use an intraoral scanner in a given dental clinic due to various oral conditions, a
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digital workflow is possible through partially digital workflows (the process of obtaining
a virtual cast by taking an oral impression, producing a working model, and using a
laboratory scanner) [9–11].

Many previous studies have evaluated the accuracy of intraoral scanners [12–15]. To
evaluate their accuracy, it is necessary to obtain a CAD test model (CTM), using an intraoral
scanner, and to obtain a CAD reference model (CRM), using an industrial optical scanner or
contact scanner with a high level accuracy so that it can be used as a standard [16,17]. The
CRM and CTM obtained using 3D inspection software undergo an optimal overlapping
process, and the accuracy is analyzed through 3D comparison [18,19]. In the analysis
of the accuracy, the absolute average of the distance of all points in a cloud in the 3D
modeling of the CRM and CTM is calculated, using the calculation of the root mean square
(RMS) [20]. RMS values have been used for the analysis of the accuracy of scan data in
many studies [21–23]. Previous studies have noted that if the scanning accuracy of virtual
casts exceeds 100 µm, the final restoration in the maxilla and mandible may fit incorrectly,
and an allowable range for a scanning accuracy of less than 100 µm has been suggested
based on the acceptable cement space for the fixed prostheses [24–26].

Many previous studies have reported that the greater the scanning range, the greater
the error in the intraoral scanner, and that the scanning area for long-span prostheses as the
complete-arch is inappropriate for fixed prostheses [27–36]. The limited space in the oral
cavity, the effect of the accuracy of the intraoral scanner on the marginal and internal fit,
and the effect of increasing the scan range on the accuracy of intraoral scanners are still to be
investigated [30,31]. In previous studies, the accuracy of intraoral scanners was evaluated
in the complete-arch [36]. However, the scanning area for the fixed prosthesis of a single
crown, which is most often applied in clinical practice, is between three and five teeth, and
the accuracy of the abutment is considered important [27,31]. Despite this importance, an
assessment of the types of abutments used for fixed prostheses (premolar and molar) and
the impacts of the volume and area of these abutments on scanning accuracy is still lacking.
To aid the use of intraoral scanners in various dental clinical treatment environments, such
studies need to be conducted in dental clinics.

Thus, the present study aims to analyze the accuracy of two types of abutments
(premolar and molar) for fixed prostheses, using three types of intraoral scanners (CS3600,
i500, and EZIS PO) and one type of laboratory scanner (3shape E1). The study also analyzes
the impacts of the volume and area of the abutments on scanning accuracy. The null
hypotheses in the present study are that there should be no differences in accuracy between
the four types of scanners and that the volume and area of the abutments should not affect
the accuracy of the scanning.

2. Materials and Methods

The present study was conducted as in Figure 1. To determine the sample size,
a pilot experiment was conducted five times using the same experimental method as
that of the present study; based on the result of the pilot experiment, it was established
using power analysis software (G*Power v3.1.9.2, Heinrich-Heine-Universität, Düsseldorf,
Germany) that there should be 15 samples (n = 15 per scanner; effect size (f) = 0.65; actual
power = 99.16%; power = 99%; α = 0.05).
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Since the present study obtained a conventional impression method with polyvinyl
siloxane (PVS) (Aquasil Ultra; Dentsply Sirona, Bensheim, Germany) from the oral cavities
of patients to produce reference casts, it was carried out after receiving the approval of
the Institutional Review Board of the Kyungpook National University Dental Hospital
(approval number: KNUDH-2019-02-02-02). The 10 participants were subjects who needed
a single crown for ceramic prosthesis on the maxillary molar or premolar and the mandibu-
lar molar or premolar (premolar, 5; molar, 5). Of the participants, those who had poor oral
health or who needed more than one crown were excluded.

Impressions of the 10 subjects were taken from their oral cavities using a PVS im-
pression (Aquasil Ultra; Dentsply Sirona, Bensheim, Germany) and a double-arch tray
(Dual Arch Impression Tray; 3M, St. Paul, MN, USA). On the basis of these impressions, a
type IV dental stone (FUGIROCK; GC, Leuven, Belgium) was used to produce reference
casts (premolar, 5; molar, 5). All the reference casts were produced by a skilled dental
technician (K.S.).

The abutments in the reference casts were scanned using a contact 3D scanner (DS10,
Renishaw plc, Gloucestershire, UK) (Figure 2). The abutments were scanned while a
contact probe with a diameter of 0.5 mm was contacted lightly, moving upward at an
interval of 200 µm. Each abutment was scanned three times. To produce a high-definition
reference model, the scanned files were merged after optimal alignment, using reverse
engineering software (Geomagic Design X, 3D Systems, Rock Hill, SC, USA), and one
CRM was produced for each reference cast (Figure 2). For accurate scanning, the scan
files were obtained after the calibration of the equipment by an engineer from the scanner
manufacturer. With the 10 types of CRMs (premolar, 5; molar, 5) obtained, the volume and
area of the upper side of the abutments were measured based on their finish lines, and the
results were as follows. Volume: premolar (84.2 ± 13.6 mm3), molar (238.4 ± 28.6 mm3);
area: premolar (76.5 ± 15.6 mm2), molar (165.6 ± 18.6 mm2).
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Figure 2. Procedure for evaluating 3D analysis. (A) Contact scanning procedure for CAD ref-
erence model (CRM). (B) CRM. (C) Scanning procedure for CAD test model (CTM). (D) CTM.
(E) Superimposition of CRM and CTM. (F) 3D evaluation.

Three types of intraoral scanner (Figure 3), including CS3600 (Carestream Dental,
Atlanta, GA, USA), i500 (MEDIT, Seoul, Korea), and EZIS PO (DDS, Seoul, Korea), and one
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laboratory scanner, E1 (3Shape A/S, Copenhagen, Denmark), were employed (n = 15 per
scanner) (Figure 2). First, the abutments were precisely scanned, and the adjacent teeth
were scanned. Furthermore, for 3D analysis, they were extracted in a stereolithography file
format and used as the CTM.
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Figure 3. Scanning strategy for intraoral scanner.

The scanning accuracy analysis was performed using a 3D analysis software program
(Geomagic control X; ver.2018.0.0, 3D Systems, Rock Hill, SC, USA). Based on the CRM, the
CTM was superimposed (Figure 2). Optimal alignment was conducted by the following
process: initial and best fit alignment. The sampling ratio was set to 100%, based on the
CRM. According to the algorithm of the 3D analysis software program (Geomagic control X;
ver.2018.0.0, 3D Systems, Rock Hill, SC, USA), the closest point-to-point among each point
cloud of the CRM and the CTM was selected as the corresponding pairs. In addition, based
on the results of the pilot experiment in the present study (22.2 ± 8.9 µm), the distance
limit of the pairs selected in the software program was set to 50 µm, and pairs exceeding
the distance limit were considered as incorrect corresponding pairs and excluded from the
calculation. The dimensional differences between the CRM and the CTM were calculated
for all data point clouds of the CRM. Next, the data points were calculated using the RMS
value, using the following formula:

RMS =
1√
n
·
√

n

∑
i=1

(X1,i − X2,i)
2

where, X1,i is the measurement point of i of the CRM, and X2,i is the measurement point of i
of the CTM. In addition, n refers to the number of all points measured in each analysis. The
RMS value shows how much the deviation between the two different sets of data differs
from 0. Thus, a low RMS value represents a high degree of three-dimensional agreement of
the overlapped data [19].

All the data were analyzed using SPSS statistical software (release 25.0, IBM, Chicago,
IL, USA). The normal distribution of the data was investigated with the Shapiro–Wilk
test. Using one-way and two-way ANOVA, the statistical significance was tested and the
difference between the groups was tested using the Tukey HSD test as a post-test (α = 0.05).

To analyze the correlations of the volume and area of the 10 abutments with the
accuracy of the four types of scanners, Pearson’s correlation analysis was conducted
(α = 0.00625 with the Bonferroni correction method). The correlations were divided ac-
cording to the Pearson’s correlation coefficient (PCC) [37]. The correlations among the
variables were expressed through perfect correlations (PCC = +1 or −1), strong correlations
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(PCC = +0.7 to +0.9 or −0.7 to −0.9), moderate correlations (PCC = +0.4 to +0.6 or −0.4 to
−0.6), and weak correlations (PCC = +0.1 to +0.3 or −0.1 to −0.3).

3. Results

There were significant differences between the scanning accuracies of the four types
of scanner (p < 0.001; Figure 4; Table 1). The laboratory scanner (E1) demonstrated a high
degree of accuracy, as did the CS3600 (Table 1). There was no significant difference between
the i500 and EZIS PO scanners in terms of accuracy (p > 0.05; Table 1).
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Figure 4. Comparison of RMS value according to scanner. Different letters (A, B, C) indicate
significant differences in the scanner group in the Tukey honestly significant difference test (p < 0.05).

Table 1. Comparison of RMS values per abutment type using 4 scanners.

Scanner type
Premolar Molar

t p
Accuracy (Mean ± SD, µm)

E1 12.8 ± 2.0 A 13.8 ± 1.1 A −3.964 <0.001 *

CS3600 17.5 ± 3.6 B 24.0 ± 3.7 B −10.963 <0.001 *

i500 23.4 ± 3.9 C 32.6 ± 4.6 C −9.333 <0.001 *

EZIS PO 24.2 ± 6.2 C 34.1 ± 6.7 C −13.08 <0.001 *

F 119.3 319.8

p <0.001 ** <0.001 **
Significance determined by * independent t test and ** one-way ANOVA, p < 0.05. Different letters (A, B, C)
indicate significant differences in the scanner group by the Tukey honestly significant difference test (p < 0.05).

There were significant differences between the accuracies for the premolars and molars
in the four types of scanner; indeed, there was a high level of accuracy in the scanning
of premolars (p < 0.001; Figure 5; Table 1). Furthermore, there was an interaction effect
between the type of scanner and the type of tooth (p < 0.001; Table 2).

Table 2. Results from ANOVA for scanner type and tooth type.

Scheme F p

Scanner type 419.8 <0.001 *

Tooth type 348.3 <0.001 *

Scanner type * Tooth type 31.5 <0.001 **
Significance determined by * one-way ANOVA and ** two-way ANOVA, p < 0.05.
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The volume and area of 10 abutments and the accuracy of the four types of scanner
showed significant positive correlations (p < 0.001; Table 3). There were weak correlations
between the accuracy of the laboratory scanner (E1) and the volume (PCC = 0.300) and
area (PCC = 0.349) (p < 0.001; Table 3). There were moderate correlations between the
accuracy of the CS3600 and the volume (PCC = 0.625) and area (PCC = 0.631) (p < 0.001;
Table 3). There were strong correlations between the accuracy of the i500 and the volume
(PCC = 0.717) and area (PCC = 0.725) (p < 0.001; Table 3). There were strong correlations
between the accuracy of the EZIS PO and the volume (PCC = 0.743) and area (PCC = 0.742)
(p < 0.001; Table 3).

Table 3. Correlation coefficient values for volume, area, and accuracy.

E1 CS3600 i500 EZIS PO

Volume
PCC 0.300 0.625 0.717 0.743

p <0.001 * <0.001 * <0.001 * <0.001 *

Area
PCC 0.349 0.631 0.725 0.742

p <0.001 * <0.001 * <0.001 * <0.001 *
* Significance determined by Pearson correlation analysis, p < 0.00625, with the Bonferroni correction method.
PCC, Pearson correlation coefficient.

4. Discussion

The present study analyzed the accuracy of two types of abutments (premolar and
molar), using three types of intraoral scanners (CS3600, i500, and EZIS PO) and one type
of laboratory scanner (3shape E1), and analyzed the impacts of the volume and area of
the abutments on the scanning accuracy. Between the four types of scanners, there were
significant differences in the accuracy between premolars and molars, and the accuracy
was excellent for premolars (p < 0.001; Table 1). In addition, there were significant positive
correlations between the volume and area of the abutments and the accuracy of the four
types of scanner (p < 0.001; Table 3). Therefore, all the null hypotheses of the present study
were dismissed (p < 0.001). Lee et al. evaluated the scanning accuracy of an abutment
for a single crown using two types of intraoral scanner (CEREC Bluecam and CEREC
Omnicam) and reported a scanning accuracy similar to the results of the present study
(17.5 ± 1.8 µm) (Table 1) [32]. Several studies that evaluated the scanning accuracy of
an abutment for a single crown showed different positions and shapes of the abutment
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and did not present the volume and area. In addition, no previous research has been
conducted on the impacts of the volume and area of abutments on the scanning accuracy.
The results of the present study suggest that the volume and area of the abutments had
significant positive correlations with the scanning accuracy (p < 0.001; Table 3). In an actual
clinical environment, the preparation of various abutments is performed to produce a
single crown [33], and on the basis of the results of the present study, it can be inferred that
the greater the volume and area of an abutment, the poorer the scanning accuracy.

There were significant differences between the accuracies of the three types of intraoral
scanner and one type of laboratory scanner used in the present study. The accuracy was
highest with the laboratory scanner, and in the intraoral scanner group, the accuracy was
highest with the CS3600. Previous studies have noted that if the scanning accuracy of
virtual casts exceeds 100 µm, the fixed prostheses might fit incorrectly, and an acceptable
range of scanning accuracy of less than 100 µm has been proposed, based on the acceptable
cement space of the fixed prostheses [24–26]. Thus, there were significant differences
between the scanners used in the present study; however, all four types of scanner lay in
the acceptable range of a scanning accuracy of less than 100 µm.

Kim et al. compared the scanning accuracy of nine types of intraoral scanners and
reported significant differences depending on the scanners’ image acquisition method [34].
The intraoral scanners used in the present study can be divided into a scanner using the
individual image acquisition method (EZIS PO) and scanners using a video sequence
acquisition method (CS3600 and i500). Previous studies reported that the individual
image acquisition method took more scan time compared to the video sequence acquisition
method and had a tendency toward poor scanning accuracy [35,36]. For this reason, most of
the intraoral scanners recently released employ video sequence acquisition. In the present
study, there were significant positive correlations between the volume and area of the
abutments and the accuracy of the four types of scanner (p < 0.001; Table 3); however, there
were differences in the correlations between the four types of scanner. The EZIS PO, which
used the individual image acquisition method, showed the highest positive correlation,
and such a strong correlation means that the impact on the scanning accuracy increases
as the volume and area of the abutments increase. By contrast, the CS3600, which used
the video sequence acquisition method, showed a moderate correlation, lower than that of
the EZIS PO. The laboratory scanner showed weaker correlations compared to the group
of intraoral scanners, which means that the impact on the scanning accuracy decreases
as the volume and area of the abutments increase. As the intraoral scanner develops the
entire video by continuously shooting the area in a small range, it has been reported that
the greater the scanning range, the greater the error in the accuracy [27–29].

Many previous studies analyzed the accuracy of intraoral scanners in the complete-
arch area [12–15]. Kang et al. analyzed the accuracy of five types of intraoral scanner
in the complete-arch area and reported that the accuracy was worse in the posterior
region than in the anterior region [36]. The present study evaluated the accuracy of
a single abutment for a ceramic single crown and concluded that the RMS value was
higher in the molar abutment than in the premolar abutment. Therefore, when using an
intraoral scanner, the abutment should be selected considering the differences between
intraoral scanners according to clinical conditions. In a study by Lee et al. [32], a single
abutment with a general shape was scanned using an intraoral scanner and reported
clinically acceptable accuracy. However, Park et al. reported that more complex and
diverse abutment preparations in the dental clinical environment could affect the accuracy
of intraoral scanners [33]. Therefore, the results of the present study can be used as data for
the development of better intraoral scanners.

The present study has some limitations. First, the research was conducted in an
in vitro environment, which did not reflect the possible conditions in the oral cavity (a wet
environment and limited space). Previous studies have noted that these oral conditions
could affect the accuracy of the scanner [12–15]. Thus, it is necessary to conduct an
additional study to evaluate accuracy that considers the possible conditions in the oral
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cavity. In addition, the present study evaluated accuracy, using premolar and molar
abutments; however, it is necessary to verify the analysis of the accuracy of the scanning of
a more diverse range of abutment teeth through an additional study, including the anterior
teeth. Finally, to obtain more significant results than in the present study, additional studies
should be conducted to increase the number of samples.

5. Conclusions

Given the limitations of this in vitro study, the following conclusions were drawn.

1. Scanning accuracy may be affected by the types of abutment (premolar and molar)
and scanner; however, all the scanners used in the present study showed a clinically
acceptable scanning accuracy (<100 µm).

2. The volume and area of the abutments showed a positive correlation with the scanning
accuracy. The correlations were highest with the intraoral scanner (EZIS PO), while
the correlations were weak with the laboratory scanner (E1). Thus, the greater the
volume and area of the scanned abutment, the worse the scanning accuracy becomes.

3. Therefore, clinicians should choose scanners according to the clinical situation.
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