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Abstract: One of the most popular methods for building analytical platforms involves the use of the
concept of data lakes. A data lake is a storage system in which the data are presented in their original
format, making it difficult to conduct analytics or present aggregated data. To solve this issue, data
marts are used, representing environments of stored data of highly specialized information, focused
on the requests of employees of a certain department, the vector of an organization’s work. This
article presents a study of big data storage formats in the Apache Hadoop platform when used to
build data marts.

Keywords: big data; data lakes; data storage formats; data marts

1. Introduction

When developing analytical systems, solving the issue of storing the loaded data
becomes an important task. One of the most popular methods for storing information
involves the use of relational databases [1]. However, the growth in the volume of data,
the increase in the number of data acquisition channels, as well as the diversity of the
structures of the data obtained have led to the emergence of several directions of research
in the field of data storage [2]. Among such areas, the concept of big data stands out [3].
The concept of big data is based on six aspects: value, volume, speed, variety, reliability,
and variability [4]. This means that the term “big data” refers not only to the volume of
these data, but also their ability to act as sources for generating valuable information and
ideas [4].

Among the modern methods of storing big data, the architectural concept of building
data lakes stands out [5]. The data lake is a scalable system for storing and analyzing
data stored in their original format and used to extract knowledge [5]. It is clear from the
definition that information enters such a system with an original structure, which requires
the creation of a tool for reducing data to a single structure that is understandable to the
end user. In addition, when analyzing information it is often necessary to select only highly
specialized data intended for solving a specific problem [6].

To solve the described problems, the technology of creating data marts is used [7].
Data marts are a slice of the stored information with a highly specialized focus on the
requests of the employees of a particular department or the specifics of the tasks assigned.

One of the software tools that allows the building of both data lakes and data marts
is the Apache Hadoop platform [8]. Data storage in this system is supported by writing
information to files in the HDFS (Hadoop Distributed File System) [9]. As the HDFS does
not have specialized file formats, it becomes necessary to choose a storage format from a
variety of developed formats. Among the most widely known formats used in Apache
Hadoop and the HDFS are JSON [10], CSV [11], Apache Parquet [12], Apache Avro [13],
and Apache ORC [14]. Each of these file formats has its own characteristics in the file
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structure, which determines its characteristics in terms of such criteria as write speed, read
speed, occupied space, and others.

This paper presents a study of data storage formats in relation to the creation of
data marts for the tasks of creating reports during mass testing. The data source for the
study was the Digital Psychological Platform for Mass Web-Surveys [15], developed for
conducting psychological research in educational institutions using the methods of mass
online testing.

The aim of this paper is to study the use of different HDFS file formats applied to data
mart development within the Apache Hadoop platform and to assess the effectiveness of
the most popular file formats used in the HDFS. The study analyzed the effectiveness of
choosing a format for building reports based on the data obtained. To analyze the formats, a
number of criteria were selected, and experiments were carried out on the Hadoop clusters.

This paper consists of six sections. The second section provides an analysis of works
related to the topic of this research. It provides an overview of the main research studies
aimed at exploring various storage media in large systems and the main trends, and it
justifies the need for ongoing research. The third section provides an overview of the
studied data storage formats in the HDFS, the internal structure of data formats, supported
data types, and data storage methods. The fourth section describes the experiment carried
out and gives information about the configuration of the experimental stand, information
about the data used for the experiment, and the experimental scheme. The fifth section
presents the results of the experiment, derived by assessing the time and resource efficiency
of these formats in relation to the creation of data marts. The sixth section describes the
findings of this study.

2. Related Works

Studying the techniques of data storing is one of the most important challenges, not
only for commercial software development, but also in the field of scientific research. There
are many studies aimed at finding the most optimal tools for storing data, as well as
methods of storing data, depending on the software architectures used [16–29]. Depending
on the approach to data storage methods, several groups of studies can be distinguished.

Most of the research in the field of data storage is related to the analysis of NoSQL
solutions [16], as well as the choice between relational and NoSQL databases [17]. Of
the greatest interest in the preparation of this article is the research related to the use
of relational and NoSQL databases to create data marts. The study in [18] describes an
approach to creating a data mart based on a MongoDB document database, which implies
the use of the JSON format for the final selection. In turn, relational databases have wider
functionality, both for creating data marts and as tools for OLAP technologies [19].

Exploring different storage file formats represents a different area of research. In [20–24],
studies of big data storage formats, such as Apache Avro, Apache Parquet, ORC, and others
are presented. These studies present the results of studying various formats in terms of
performance or format selection for a specific purpose. Thus, the research in [20] is related
to the study of file formats for storing data in web systems. The most popular Apache
Parquet and Apache Avro formats are explored here. The research in [21] aims to study
data storage formats for problems in the field of bioinformatics and examines formats,
such as Apache Parquet, ORC, Apache Avro, and other popular formats. In [22], similar
problems of resource efficiency are considered, but only the storage formats of Apache
Avro and Apache Parquet are investigated. The research in [23] is a comprehensive study
of the ORC and Apache Parquet file formats, including load testing using various tools for
working with these formats. These formats are very similar in structure and data storage
methods, making this research the most valuable. However, this study is more theoretical
in nature as it aims to study the formats themselves without being tied to a specific task.

Despite the detailed study of data storage technologies, the study of data marts using
the Apache Hadoop platform is a novel direction. Research aimed at exploring these
technologies is often either conceptual-level research or considers Apache Hadoop only
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as a source of data for creating data marts in other systems. For example, [24] describes a
conceptual model for creating data marts in MPP Greenplum using data from a data lake
based on Apache Hadoop.

This study supplements the analyzed studies and considers a number of the most
popular formats in relation to the tasks of developing data marts within the Apache Hadoop
platform without using additional data storage tools.

In addition, there are a number of studies related to developments in the field of
software integration and the choice of the optimal tool for various purposes using different
decision-making methods [25–28]. The choice of system components is an important
condition for the correct operation of the software complex. As data storage files are part
of the analytical platform, studying the possibilities of various formats for developing data
marts is an important task for the correct operation of the system as a whole.

3. Storage Formats Overview

One of the tools for working with data is the so-called data mart. Data marts refer to
thematic data environments that address analytics in specific areas.

When working with data using data lakes, the creation of data marts is necessary
because reading all the contained data is time-consuming as well as resource-intensive.
The development of data marts facilitates further work with data.

When developing data lakes based on the Apache Hadoop platform, the platform
defines the task of choosing a data storage format. The HDFS does not have a default
format. Depending on the task, a choice of data storage format is required.

The most popular formats for storing data in the HDFS are JSON, CSV, Apache Parquet,
Apache Avro, and Apache ORC. The main features of these formats will be discussed below.

Avro is a line-oriented data storage format. The main feature of the format is the
presence of a schema in the JSON format, which allows faster reading and interpretation
operations [13]. The file structure consists of a header and data blocks. In addition, this
format supports the evolution of data schemas, handling schema changes by omitting,
adding, or modifying individual fields. Avro is not a strongly typed format: the type of
information for each field is stored in the metadata section along with the schema. Due to
this, prior knowledge of the schema is not required to read the serialized information [13].

Comma-Separated Values is a text format that describes data in tabular form. The
structure of the CSV file is represented as strings separated by commas. A title is assumed,
but this is not a strict requirement. The CSV file does not support different types and data
structures—all data are presented as strings.

JavaScript Object Notation is a simple text format based on a subset of the JavaScript
programming language. This format is most widely used in data exchange systems, API de-
velopment, and remote procedure calls [10]. However, with the advent of NoSQL solutions,
the JSON format has gained popularity in storing big data in document databases [29].
JSON supports data types and structures, such as string, number, Boolean, arrays, null,
and internal objects [10].

Optimized Row Columnar is a column-oriented (columnar) storage format for big
data in the Apache Hadoop ecosystem [14]. ORC is optimized for reading big data streams,
including integrated support for quickly finding the required rows. Columnar storage
allows one to read, unpack, and process only those values that are needed for the current
request. As data in ORC are strongly typed, an encoding is therefore chosen when writing
that is the most suitable for each datum type, creating an internal index as the file is
written [14].

Apache Parquet is a column-oriented binary format that takes advantage of the concise
presentation of information. Parquet allows one to specify compression schemes at the
column level and add new encodings as they appear [12]. Parquet uses an architecture
based on “definition levels” and “repetition levels”, which allows data encoding quite
efficiently, and information about the schema is put into separate metadata [12]. The
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Parquet format explicitly separates metadata from data, allowing columns to be split across
multiple files, as well as having a single metadata file referencing multiple Parquet files.

4. Experiment

For the experimental evaluation, an Apache Hadoop cluster was used. It has the
characteristics described in Table 1.

Table 1. Experimental stand configuration.

Configuration Item Characteristics

Nodes count 3
Replication factor 2

Hadoop Distributive Cloudera v. 4.2

Nodes Characteristics

Processor Intel Core i7 2 Cores
RAM 4 GB

OS Debian 9
Platform Java Virtual Machine

Programming language Java v.1.8
Framework Apache Spark v. 2.4

For the study, a dataset obtained using the Digital Psychological Platform for Mass
Web-Surveys [15] was used. This platform collects data using web interfaces built into the
platform itself. Based on the surveys, a population data base is formed. These data become
available for analysis by interdisciplinary research teams.

The data are a set of JSON objects describing the results of the online testing of each
individual participant. Figure 1 shows a simplified example of such an object.
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Each JSON object contains the following information about the completed questionnaire:

- name and surname of the test taker;
- the device platform from which the test was passed (commonly, it is information

about the operating system installed on the device)—this information can help in
understanding which type of device (PC, mobile, old platforms) is used to improve
the support of such operating systems;

- an array of test completion information for each question. The most interesting
information for this study from the array is the time the test taker spent on each
question.



Appl. Sci. 2021, 11, 8651 5 of 9

As a result, it is necessary to obtain a data mart containing aggregated information
for each question and device: the type of device, question number, mean response time,
median time, standard deviation, and first and third quartiles. The total volume of all
the data prepared for the experiment is 2 GB. These data were obtained during mass
psychological testing in different schools of the country.

An application was developed using the Apache Spark framework [30], which has
a large set of functions for working with data in a distributed system. The application
implements an algorithm for reading, creating a data mart, and writing to a specific format,
depending on the transmitted parameters.

Figures 2–4 show the implemented algorithms for creating a data mart based on the
resulting dataset.
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Figure 3. Developing data mart.

The experiment was as follows. From the dataset, it is necessary to prepare a mart
containing statistical data on all the participants in the mass testing. Test pass data are a set
of JSON files containing JSON objects for each participant in a bulk test. All the files are
located in the HDFS cluster. The developed application was used to build the showcase.
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Figure 4. Writing data.

The experiment is shown in Figure 5. The spark-submit function launches a Spark
application and reads data from the HDFS. To build a report, a data frame is generated,
consisting of data aggregated by the application. The result is written into one of the
data storage formats. Then, a link to the location is automatically created to create a table
in Apache Hive [31], which is necessary for further reading of the results by employees
without programming skills, as well as by analysts. From the moment the application starts
working until its termination, the time of working with the data is measured.
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5. Results

The results of the total read and write time obtained are presented in Figure 6.
The results of the experiment show that the Apache Parquet format has the fastest result.
In addition, previous studies [32] show that this format has the fastest data reading,

which leads to the conclusion that it is advisable to use this format. Another format that
showed excellent results was the ORC format. However, this format requires additional
improvements to be able to work in Hive. Other formats showed the worst results, and
therefore their use is not considered appropriate.

The result of estimating the data volume is shown in Figure 7.
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6. Conclusions

This article presented a study of various data storage formats supported by the Apache
Hadoop system for building data marts in relation to the tasks of creating reports based on
the results of mass online testing.

As the main performance criteria, we selected such characteristics as the time it takes
to create a data mart, as well as its volume.

The study consisted of a series of experimental launches of the developed application
using the Apache Spark framework, which has a large set of functions for working with
data in the Apache Hadoop distributed system.

Consequently, the results obtained showed that it is most appropriate to use the
Apache Parquet format in this case. Other formats showed the worst results.

This study is part of a larger study related to the development of an analytical platform
for educational organizations. The results of this study will be applied to the next studies
related to the application of various data storage formats in the Apache Hadoop platform.
In addition, it is planned to conduct a study comparing the use of the Apache Hadoop
platform and MPP architectures such as Greenplum for the development of data marts.
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