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Abstract

:

Featured Application


Authors are encouraged to provide a concise description of the specific application or a potential application of the work. This section is not mandatory.




Abstract


Purpose: To date, the qualitative and quantitative recording of biomechanical processes in dental implants represents one of the greatest challenges in modern dentistry. Modern, dynamic, 3D optical measurement techniques allow highly constant and highly accurate measurement of biomechanical processes and can be superior to conventional methods. This work serves to establish a new measurement method. Materials and Methods: A comparative analysis was undertaken for two different measurement systems, two conventional strain gauges versus the 3D optical two-camera measurement system ARAMIS (GOM GmbH, Braunschweig, Germany), as they detected surface changes on an artificial bone block under masticatory force application. Two implants (Straumann Standard Implants Regular Neck, Straumann GmbH, Freiburg, Germany) were placed in the bone block, and three different three-unit bridges were fabricated. Increasing masticatory forces, from 0 to 200 N, were applied to the bone block via each of these bridges and the inserted implants. Fifteen repetitions of the test were performed using a universal testing machine. The computer unit of the ARAMIS system was used to simultaneously integrate the surface changes recorded by the strain gauges and the ARAMIS system. The areas on the bone block examined by the dynamic 3D optical measurement method corresponded exactly to the locations and extent of the strain gauges. A statistical comparative analysis was carried out separately for the strain gauges and the corresponding optical measuring surface at the defined force magnitudes. The equivalence test and the intraclass correlation served as statistical means. Results: In the case of the intraclass correlation, a clear concordance of both measurement methods could be shown for all examined cases. For the equivalence test, no significance could be shown in individual cases. Conclusion: The accuracy of the modern, dynamic, 3D optical measurement method is comparable to that of conventional strain gauges. On this basis, versatile new research approaches in the field of biomechanics of dental implants can be pursued by establishing this method.
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1. Introduction


Understanding and controlling biomechanical influences are essential factors for the long-term success of dental implants [1]. In this context, it is well known that the mechanical stress acting at the junction between implant and bone influences osseointegration [2,3,4]. Furthermore, the force transmission from the implant to the peri-implant bone depends on the design of the junction, the direction of the force (axial or non-axial), the length and diameter of the implant, the implant design, and the quality of the bone [5,6,7,8]. Currently, research in the literature has examined the transmission of forces from the superstructure to the bone via the implant; however, the resulting conclusions remain limited [2,9,10].



Highly complex methods are required to measure the mechanics that occur in a system consisting of the bony implant site, implant, and superstructure (possibly with abutment and screw) [9,10].



Two previously established conventional methods are currently available for this purpose.



One method is the virtual and computer-based finite element method (FEM), which is used for deformation simulation. Complex geometric shapes are broken down into simpler bodies (finite elements) such as cuboids, tetrahedra, or cubes and represented within software. The deformation behavior of the original structures can be calculated approximately in the software model on the basis of these shapes and the resulting simplified mathematical relationships [11].



In this way, solid bodies such as bones or implants, but also soft tissue, can be examined in dentistry. The advantages of the FEM are its 3D representation of the simulated processes and its relatively simple implementation feasibility [12,13,14]. However, a disadvantage is that the FEM is only a simulation and a simplification and, therefore, its transfer to actual biomechanical processes in the human organism is difficult [15,16].



The second established method is the use of strain gauges. This is used in dentistry, for example, in the detection of deformations of dental prostheses [17,18] or of the peri-implant bone [19]. Strain gauges are electrical sensors in the form of meander-shaped conductors connected to a current source and placed at each of the measuring points to be examined. Their specific resistances and electrical voltages change according to changes in their lengths and cross sections due to a change in the shape of the measuring point location [20]. This corresponds to the deformation at the measuring point when used correctly [21]. The exact calculation of the change in length is based on the change in resistance and thus the change in stress, accounting for a material-specific proportionality constant. The calculation is assisted by a signal amplifier and software. This conversion must be performed individually for each measured value and is synchronized with the corresponding force value that caused the deformation [20,22]. Strain gauges are an established method for measuring surface deformations in dental research, and they are currently the only adequate measurement method [6,23,24,25,26].



A disadvantage of using strain gauges is the high technique sensitivity of the method. Thus, bonding at the measurement site is very costly—especially in the context of in vivo investigations. In addition, only 1D measurements are possible with linear strain gauges. Therefore, not only is the exact positioning on the measuring point of great importance, but also the spatial alignment is important for correctly recording the direction of a shape change [27,28,29,30]. Sufficient temperature control is also necessary for quantifying the measurement results, since even small temperature changes can lead to changes in the shape of the strain gauges due to their very fine structure. Thus, strain gauges are prone to falsified, temperature-related measured values [30]. Even when used in accordance with the process, inherent errors, such as hysteresis and nonlinearity, have been described when using strain gauges [31].



In view of these technological disadvantages, there is a need for a new, 3D, robust, and reproducible measurement method that provides measured values directly and can integrate these measurements with various parameters, such as an applied force and the direction of the force [32]. These conditions can be met by the ARAMIS system (GOM GmbH, Braunschweig, Germany), which—based on triangulation and photogrammetry—enables the dynamic measurement of surfaces in three dimensions, digitally and in real time. This system has already been introduced as a standard in connection with material testing and mechanical testing in the automotive and aerospace industries [33]. It is a two-camera system that provides noninvasive optical acquisition. This allows measurements to be made within specific limits for both in vitro and in vivo situations [34,35]. As a limitation, it should be noted that only structures that are accessible to light optics can be investigated and that no phase boundaries, for example between air and water, may exist in the light path. Of scientific interest in materials science, the integration of various parameters, such as force magnitudes and time, are implemented in real time and fully digitally via the ARAMIS Professional software.



The aim of this study is to show the comparability between the established method of strain gauges and the ARAMIS system and thus to introduce this optical, fully digital measurement method in the field of dental biomechanics as a new area of application.




2. Materials and Methods


First, two implants (Straumann Standard Implants Regular Neck, length 14 mm, diameter 4.1 mm, made of Roxolid with SLA surface, Straumann GmbH, Basel, Switzerland) were placed perpendicularly and parallel to each other at a separation of 12 mm in a cuboid made of polyurethane, with dimensions of 6.5 × 4 × 2 cm. This cuboid of polyurethane (Sawbones Europe AB, Malmö, Sweden) had a density of 0.2 g/[cm3] and a modulus of elasticity of 12.4 MPa, as it was intended to simulate the compacta of human jawbone.



Next, three three-unit bridges, with an intermediate pontic that was not in contact with the surface of the bone block, were fabricated for these two implants after impressions were taken. One bridge was made of oxide ceramic, one was made of non-precious metal alloy (npm), and one was made of polyetheretherketone (PEEK).



The bone block was then primed with special white paint, and after an appropriate drying time, black spray paint was applied to create a speckled, so-called stochastic pattern. This pattern was essential for the functionality of the ARAMIS system.



To simulate the introduction of a masticatory force, a universal testing device was used that consisted of a universal testing machine (Inspect mini, Hegewald and Peschke Meß- und Prüftechnik GmbH, Nossen, Germany) and a precision force transducer (type KAP-S, AST Group, Wolznach, Germany). The testing machine was controllable by means of the testing software “LabMaster” (Hegewald and Peschke Meß- und Prüftechnik GmbH, Nossen, Germany), which enabled a predefined force progression.



For this purpose, a piston transmitted the force axially under direct contact to the respective bridge structure. The force variable was always transferred in real time to a special computer unit designed for the ARAMIS system and coupled to the unit via an analog 5/10 V signal.



Furthermore, two strain gauges were attached perpendicularly to each other on the surface of the bone block. This was performed by a physicist experienced in this method. Strain gauge 1 was attached vertically in the transverse plane below the implants and thus was oriented axially starting from the implants. Strain gauge 2 was attached at the top of the bone block in the horizontal plane and was oriented parallel to the line connecting the implants. Both strain gauges were connected via a cable link to a measurement amplifier (Hottinger Brüel and Kjaer GmbH, Darmstadt, Germany), which transferred the changes in strain of the measurement sensors—corresponding to the signals of the universal testing machine—in the form of an analog 5/10 V signal to a computer unit. More precisely, quarter-bridge circuits were used, each consisting of a full bridge with three passive resistors and an active strain gauge. Based on this signal, the change in length at the locations of the strain gauges could be calculated. This was done automatically through software and in real time within the ARAMIS Professional program, and the output could be displayed in tabular form for both measuring sensors.



2.1. Calculation of the Strain ɛ for the Quarter-Bridge Circuit


Here, an experimentally determined material constant k corresponds to the “k-factor” of the strain gauges and has a value of 1.98 for the strain gauge used, type 1-LY11-3/350 (Hottinger Brüel and Kjaer GmbH, Darmstadt, Germany). U_E corresponds to the bridge supply voltage (V), U_A corresponds to the bridge output voltage (mV), and the quotient U_A/U_E of the two voltage values corresponds to the so-called “bridge detuning” (mV/V).


Strain ɛ = 4/k∙U_A/U_E



(1)







For the calibration of the measuring amplifier, the so-called bridge detuning, a calibration signal of 1 mV/V was applied, and the gain was adjusted so that the output voltage of the measuring amplifier was 10 V.



Calibration of the Measuring Amplifier:


10 V ⟼1 mV/V










1 mV ⟼1∙ [10−7] mV/V











If the calibration of the measuring amplifier is inserted into Equation (1), a signal of the measuring amplifier of 100 mV corresponds to a strain ɛ of 20.2 μm/m. Based on this, a conversion factor of 202 was set in the ARAMIS Professional software so that the analog signals of the measuring amplifier fed into the software could be converted directly into technical strain values.



The core of the test setup was the computer unit of the ARAMIS system, which had integrated within it the length changes of the strain gauges, the optical signals of the camera system, and the applied axial force of the universal testing machine.



The camera system of the ARAMIS system was directly connected to the computer unit and was based on a photometric principle. For this purpose, two high-resolution cameras of the ARAMIS system, arranged at an angle of 25° to each other, were directed at the strain gauges.



The synchronous recording of the measurement object by both cameras enabled a 3D calculation of the surface at any time during the test series.



An exact distance of 350 mm between the lenses of the cameras and the bone block had to be maintained, as the camera system had a defined, unchanging focus used to perform the automatic triangular calculations. Figure 1 shows the test setup in the long view and the individual bridges on the implants placed in the bone block.



The deformation of the surface could be calculated by the stochastic pattern applied in advance, which followed the deformation of the surface. The software was able to identify square image sections within the pattern by their respective gray value levels and track changes in their distances from each other in the image sequence. The centers of these squares were first converted by the software into 2D coordinate networks for each camera, which were then merged into a 3D coordinate system. Thus, the distance between all areas of the stochastic pattern could be traced at any time with reference to the applied axial force and synchronously with the change in length of the strain gauges. The calculation of surface deformations was performed virtually in the ARAMIS Professional software after the tests were performed. Prior to each series of measurements, the ARAMIS system was calibrated according to the manufacturer’s specifications to ensure maximum measurement accuracy and consistency.



Individual test series were performed for each of the three bridge materials. Each series consisted of 15 individual tests. A continuously increasing force was introduced from the universal testing machine via the bridge constructions and the implants into the artificial bone block, assuming a magnitude of 0–200 N. The shape changes were calculated for force magnitudes 50, 100, 150, and 200 N. Before each test series, the superstructures on the implants were tightened by hand using a ratchet with a force of 35 N/cm.



For the optical measurement, two 2D measurement areas were subsequently constructed in the image recordings of the individual tests, each corresponding to the base areas of the strain gauges. These measurement areas were defined once for each test series and transferred to the assigned test recordings. To enable the correct calculation and evaluation of these measurement surfaces, a coordinate system was previously defined in the ARAMIS Professional software for each of the image series. The respective superstructure was defined as a rigid body, which in turn compensated for its movement during loading by calculation. This guaranteed that only the strain of the artificial bone block was measured. For the sake of comparability, the test configuration was not changed between the 15 individual tests in a test series. Figure 2 shows strain gauge 1 with a view to the frontal plane of the bone block and the corresponding virtual measuring surface of the ARAMIS system directly above under increasing force application. Figure 3 shows strain gauge 2 looking at the horizontal plane of the bone block and the corresponding virtual measuring surface of the ARAMIS system directly above it, also under increasing force application.



Using the ARAMIS Professional software, the changes in length of the strain gauges and the virtual measurement surfaces were transferred to Excel as a function of the applied force.



These data formed the basis for the statistical analysis, which was performed using the program R ver. 3.6.3 (R Core Team (2019), R Foundation for Statistical Computing, Vienna, Austria). Here, the equivalence of the two measurement methods was analyzed using equivalency tests (two one-tailed t-tests: TOST) with a tolerance of 100 μm/m (50 μm/m). In addition, intraclass correlation coefficients (ICC) were calculated and used to determine the concordance between the two measurement methods. These results are presented in the form of Bland–Altman plots. To achieve a differentiated observation, measured values at force applications of 50, 100, 150, and 200 N were statistically evaluated for both strain gauges.




2.2. Results


The corresponding pairs of strain gauge and optical digital measurements showed statistically clear concordances for each case in the intraclass correlation. The smallest relative difference in mean values between the measurement methods was found for the case of strain gauge 1 when measuring the bone surface at an applied force of 100 N across the bridge made of PEEK. There was a difference of 0.043% and 0.3 μm/m, respectively. For strain gauge 2, this was also the case at an applied force of 100 N and the bridge made of PEEK. The deviation in this case was 0.09% or 0.4 μm/m.



The largest relative mean deviation in relation to strain gauge 1 occurred at a force of 100 N with the bridge made of non-precious metal alloy. This amounted to 4.3% or 28.7 μm/m, respectively. In the case of strain gauge 2, the largest relative mean deviation was found to be 2.52% and 23.5 μm/m for the combination of a force of 150 N and the bridge made of ceramic.



In Table 1, the results of the measurements related to strain gauges 1 and 2 are summarized descriptively. The p-values of the equivalence tests and the results of the intraclass correlation (ICC) are shown in Table 2 and Table 3.



The measured value distributions are presented in the form of box plots for both strain gauges 1 and 2 for ceramic in Figure 4, for non-precious metal in Figure 5, and for PEEK bridges in Figure 6, respectively.





3. Discussion


The use of the ARAMIS system is well established in dental science but has not been used as presented here in prior years. Earlier work by Göllner et al. showed good repeatability and stable results for measuring micromovements of teeth [36,37]. To date, one investigation of elongation behavior has been identified in connection with restorative composites [38]. Thus, in order to obtain as much information as possible, the present study evaluated strains as a function of different materials and forces. The current study is based on widely used and modern materials in dentistry: a non-precious metal alloy, ceramics (zirconia), and PEEK [39,40,41].



For comparison of the optical digital method with an already established method, the measurements performed by the ARAMIS system were compared with measurements from strain gauges taken in parallel. Strain gauges were selected because they made possible the integration with collected measured values. This comparison was not possible with the finite element method, as finite element simulations are based on geometrically simplified components [11].



Strain gauges are very technique sensitive in their use. For example, they must be bonded very carefully, and errors can occur [42,43]. In addition, the changes in stress detected by the strain gauges are modified by a measurement amplifier, and they are then transferred to a computer unit for quantification of the change in length [22]. Strain gauge measurements of changes in length are made indirectly. The measured change in stress is first mathematically converted into a change in length per specific length by a given formula and then into an absolute change in length [42,44]. Each of these aspects signifies a potential source of error, and it is necessary to account for sensor-related error sources of hysteresis and nonlinearity [31].



Moreover, regardless of measurement inaccuracy, measurements using linear strain gauges are fundamentally limited to one dimension. As a result, errors can add up in the combination of measurements when evaluating multidimensional processes [45].



In contrast, optical measurement technology has two disadvantages. First, only directly visible areas of a measured object can be examined using an optical method. Transfers to in vivo experiments require complex adaptations to the set-up, but are in principle possible and will be presented in the future. Second, the surface to be measured must be prepared to allow the detection of surface changes by applying a stochastic pattern or GOM reference points [42,43,46]. Both methods have in common that only the surface of a test object can be examined. This leads to limitations of this measurement method, since no direct conclusions can be drawn about processes inside the test specimens.



The computer-aided nature of the ARAMIS system allows for the investigation of different virtual measurement areas. In this study, a comparison of the measurement accuracies of the optical digital measurement system versus strain gauges was investigated using two virtual measurement areas corresponding to their respective contours. The positioning and extension of the measurement area correspond with high accuracy to those of the corresponding strain gauge. This eliminated errors due to different measurement ranges. Despite the limitation that the optical technique measures the surface of the strain gauges, the exact adaptation of the measurement ranges could have contributed to the statistically significant concordance between the two methods.



In the present study, the materials used for the three superstructures were an oxide ceramic, a non-precious metal alloy, and PEEK. Overall, no significant difference in the elongation of the bone, both horizontally (DMS1) and vertical-axially (DMS2) to the implant, was observed between the non-precious metal alloy and the ceramic with either measurement method. Only PEEK tended to result in less elongation of the bone at each load in both measurement ranges and equally with both measurement methods. Of the three materials, PEEK exhibited the highest elasticity, with a modulus of elasticity of 3.84 GPa [47]. This property, by damping the axially applied forces, may have contributed to a reduction in stress at the bone–implant interface and consequently to less elongation of the bone [48].



The concordance between the two measurement methods was investigated using intraclass correlation, thus testing both measurement methods for reliability. For the comparison with strain gauge 1, concordance between the two measurement methods could be determined for all measurement data. More precisely, according to Koo and Li, the intraclass correlation coefficients (ICC) determined here indicate excellent (ICC > 0.9) or good (ICC = 0.75–0.9) concordance between the two measurement methods for most of the measurement data (with regard to Table 2) [49]. Only when the superstructure made of PEEK is loaded with a force of 50 N (ICC = 0.72) and that made of the non-precious alloy is loaded with 50 N (ICC = 0.591) and 100 N (ICC = 0.597) is moderate concordance shown, according to Koo and Li [49].



With respect to strain gauge 2, concordance between the two measurement methods was also determined for all measured values. More precisely, the determined ICCs also suggest excellent (ICC > 0.9) or good (ICC = 0.75–0.9) concordance between the two measurement methods for most of the measurement data (with regard to Table 3), according to Koo and Li [49]. Only for ceramic at loads of 150 and 200 N do the measurement data agree moderately, and for non-precious metal at a load of 200 N, the concordance is poor [49].



Overall, therefore, the optical digital measurement method using the ARAMIS system appears to be comparable to the use of strain gauges. In addition, this method offers various advantages. For example, direct 3D measurements are possible in real time, which can be flexibly used to construct the measuring range. External measured values, for example, force variables and time, can also be integrated, recorded, and stored simultaneously and automatically in these measurements. In addition, all image components recorded in the focus of the camera system can be subsequently remeasured without the need to repeat the experiment. In addition, the future use of the optical measurement system could enable highly complex biomechanical experimental setups in which, among other things, a large number of external measurement values could be integrated and evaluated simultaneously.




4. Conclusions


The accuracy of the optical digital measurement method using the ARAMIS system is comparable to the established strain gauge method. Thus, the optical digital measurement system represents an adequate alternative to conventional measurement methods and widens the spectrum of new study designs and questions that can be examined in the field of biomechanics of implants. The conclusions of this study are limited by the complex transfer of the set-up to in vivo experiments and the operator sensitivity. In addition, no direct conclusions can be drawn about processes within the test specimens.
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Figure 1. Experimental setup in long shot (a), artificial bone block with stochastic pattern and strain gauges as well as inserted implants and superstructure made of ceramics (zirconia) (b), artificial bone block with stochastic pattern and strain gauges as well as inserted implants and superstructure made of npm (c), artificial bone block with stochastic pattern and strain gauges as well as inserted implants and superstructure made of PEEK (d). 
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Figure 2. Experimental setup showing the frontal surface with superstructure as well as the optical measuring surface above strain gauge 1 at increasing mastocatory forces from left to right. 
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Figure 3. Experimental setup showing the upper horizontal surface with superstructure as well as the optical measuring surface above strain gauge 2 at increasing mastocatory forces from left to right. 
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Figure 4. Boxplots regarding the strain at different inserted forces and in the case of the ceramic (zirconia) superstructure. 
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Figure 5. Boxplots regarding the strain at different inserted forces and in the case of the superstructure made of non-precious metal. 
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Figure 6. Boxplots regarding the strain at different inserted forces and in the case of the superstructure made of PEEK. 
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Table 1. Mean values, minima, maxima, and standard deviation (SD) of the individual series of measurements for the optical measuring method and strain gauges (SG) 1 and 2, for ceramic, non-precious metal (npm), and PEEK, respectively. All values are displayed in µm/m.






Table 1. Mean values, minima, maxima, and standard deviation (SD) of the individual series of measurements for the optical measuring method and strain gauges (SG) 1 and 2, for ceramic, non-precious metal (npm), and PEEK, respectively. All values are displayed in µm/m.





	

	
Strain Gauge 1 (µm/m)

	
Strain Gauge 2 (µm/m)




	
Material

	
Load

	
Method

	
Mean

	
SD

	
Min.

	
Max.

	
Mean

	
SD

	
Min.

	
Max.






	
ceramics

	
50 N

	
Optical

	
282.5

	
39.9

	
218

	
355

	
225.4

	
44.6

	
143

	
277




	
SG

	
273.3

	
38.6

	
198

	
348

	
223.7

	
38.4

	
155

	
278




	
100 N

	
Optical

	
639.7

	
54.6

	
560

	
738

	
571.6

	
62.0

	
471

	
672




	
SG

	
640

	
51.8

	
562

	
719

	
582.0

	
57.2

	
494

	
686




	
150 N

	
Optical

	
1078.7

	
50.1

	
986

	
1153

	
910.4

	
60.5

	
804

	
1009




	
SG

	
1073.9

	
43.6

	
997

	
1172

	
933.9

	
50.7

	
862

	
1014




	
200 N

	
Optical

	
1544.2

	
36.1

	
1449

	
1598

	
1252.1

	
15.2

	
1221

	
1278




	
SG

	
1536.5

	
31.7

	
1436

	
1567

	
1259.4

	
10.2

	
1231

	
1273




	
npm

	
50 N

	
Optical

	
312.3

	
54.9

	
239

	
406

	
195.1

	
47.5

	
88

	
253




	
SG

	
271.1

	
48.2

	
202

	
359

	
187.9

	
46.6

	
91

	
248




	
100 N

	
Optical

	
703.5

	
60.6

	
563

	
791

	
556.8

	
60.2

	
448

	
647




	
SG

	
674.8

	
42.6

	
609

	
760

	
564.4

	
59.2

	
457

	
653




	
150 N

	
Optical

	
1143.3

	
75.6

	
1002

	
1233

	
861.9

	
46.3

	
802

	
970




	
SG

	
119.6

	
69.3

	
1002

	
1223

	
867.1

	
47.3

	
813

	
973




	
200 N

	
Optical

	
1575.7

	
41.2

	
1461

	
1628

	
1168.1

	
22.7

	
1104

	
1197




	
SG

	
1564.9

	
31.4

	
1462

	
1591

	
1178.8

	
28.7

	
1109

	
1252




	
PEEK

	
50 N

	
Optical

	
304.4

	
74.7

	
142

	
421

	
152.2

	
27.7

	
108

	
208




	
SG

	
272.5

	
55.1

	
142

	
341

	
147.7

	
31.4

	
107

	
207




	
100 N

	
Optical

	
697.7

	
109.2

	
517

	
994

	
434.5

	
39.8

	
361

	
499




	
SG

	
698.0

	
85.3

	
529

	
808

	
434.1

	
36.5

	
366

	
495




	
150 N

	
Optical

	
1170.3

	
124.4

	
949

	
1405

	
639.1

	
20.5

	
611

	
667




	
SG

	
1176.9

	
92.5

	
1052

	
1329

	
641.7

	
20.5

	
612

	
668




	
200 N

	
Optical

	
1613.5

	
104.5

	
1426

	
1731

	
832.5

	
8.4

	
817

	
843




	
SG

	
1616.9

	
67

	
528

	
1686

	
834.3

	
8.2

	
818

	
847
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Table 2. p-values of the equivalence tests and intraclass correlation coefficients (ICC) for the optical measurement method and strain gauge 1.
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Material

	
Ceramics

	
npm

	
PEEK






	
Load

	
50 N

	
100 N

	
150 N

	
200 N

	
50 N

	
100 N

	
150 N

	
200 N

	
50 N

	
100 N

	
150 N

	
200 N




	
ICC

	
0.90

	
0.96

	
0.89

	
0.90

	
0.59

	
0.60

	
0.79

	
0.82

	
0.72

	
0.90

	
0.93

	
0.81




	
p-values

	
<0.001

	
<0.001

	
<0.001

	
<0.001

	
0.135

	
0.034

	
0.021

	
<0.001

	
0.052

	
<0.001

	
<0.001

	
<0.001
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Table 3. p-values of the equivalence tests and intraclass correlation coefficients (ICC) for the optical measurement method and strain gauge 2.
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Material

	
Ceramics

	
npm

	
PEEK






	
Load

	
50 N

	
100 N

	
150 N

	
200 N

	
50 N

	
100 N

	
150 N

	
200 N

	
50 N

	
100 N

	
150 N

	
200 N




	
ICC

	
0.83

	
0.89

	
0.72

	
0.52

	
0.98

	
0.99

	
0.98

	
0.33

	
0.75

	
0.98

	
0.98

	
0.88




	
p-values

	
<0.001

	
<0.001

	
0.007

	
<0.001

	
<0.001

	
<0.001

	
<0.001

	
<0.001

	
<0.001

	
<0.001

	
<0.001

	
<0.001
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