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Abstract: A series of experiments is described which were conducted to measure the absolute spectral
irradiances of laser plasmas created from metal targets over the wavelength region of 123–164 nm by
two separate 1.0 µm lasers, i.e., using 100 Hz, 10 ns, 2–20 kHz, 60–100 ns full-width-at-half-maximum
pulses. A maximum radiation conversion efficiency of ≈3%/2πsr is measured over a wavelength
region from ≈125 to 160 nm. A developed collisional-radiative solver and radiation-hydrodynamics
simulations in comparison to the spectra detected by the Seya–Namioka-type monochromator reveal
the strong broadband experimental radiations which mainly originate from bound–bound transitions
of low-ionized charges superimposed on a strong continuum from a dense plasma with an electron
temperature of less than 10 eV.

Keywords: laser-produced plasma; plasma light source; far-ultraviolet spectroscopy; Seya–Namioka
monochromator; radiation-hydrodynamics; collisional-radiative model

1. Introduction

The vacuum-ultraviolet (VUV, with the wavelength λ ≈ 10–200 nm) [1], the extreme-
ultraviolet (EUV, λ ≈ 10–121 nm) and X-ray (XR, λ ≈ 0.01–10 nm) spectral bands of
the electromagnetic radiation have the potential for important applications, especially in
the semiconductor industry for high volume manufacturing lithography (HVML) [2–5],
metrology tools [6–11], and material sciences [12–14]. Usually, for laboratory applications, a
part of the VUV radiation, the so-called far-ultraviolet (FUV), in the energy range from ≈6 to
10 eV (the corresponding wavelength region of λ ≈ 122–200 nm) is obtained from discharge
lamps or excimer lasers. The former has drawbacks regarding achievable irradiances,
whereas the latter are restricted to a few specific wavelengths. Nowadays, the pulsed-
power generator-based Z-pinch type plasmas and the laser-produced plasmas (LPPs) are
practical high-power radiation sources in the EUV to XR spectrum regions. LPPs have been
increasingly considered as bright, broadband light sources, due to their intense radiative
emission and their small plasma sizes. Particularly, LPPs generate spectral emission that
includes both various line radiations due to bound–bound transitions of ion charge states
and continuum components, extending from the visible to the XR regions and can be
selected by the choice of the target material and laser irradiation conditions. To date,
the most industrial development of LPPs sources has concentrated on microlithography
applications in the EUV and XR regions.

In this study, we present calibrated spectral irradiances and the measured radia-
tion conversion efficiencies (CEs) over the wavelength region from ≈123 to 164 nm
created by a LPP source with a few solid planar targets. Additionally, a relativistic
configuration-interaction flexible atomic code (FAC) [15], a developed non-local thermody-
namic equilibrium (non-LTE) population kinetics code, the so-called collisional-radiative
(CR) model [16–18], and two-dimensional radiation-hydrodynamics FLASH code [19]
were used to investigate the silicon (Si) plasma dynamics created by a 1.064 µm, 10 ns
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full-width-at-half-maximum (FWHM) laser pulse with planar solid target. This study
enabled investigating the plasma spectral features of low-ionized charge states of various
elements and the CEs, especially in a high-repetition rate low-laser irradiance LPP source,
as well as to benchmark the computational model.

2. Experimental Setup

We described the experimental setup employed in this study, as done in previous
publications, which can be seen for example in Refs. [4,6,17,20,21]. Briefly, in the present
study, two 1.0 µm lasers were used separately, a Q-switched Nd:YAG solid-state laser
producing 10 ns FWHM pulses at 100 Hz repetition rate and a fiber laser operating with
adjustable pulse width and repetition rate, e.g., 60–100 ns FWHM and 2–20 kHz, respec-
tively. The output of these laser pulses was focused in vacuum by a 25.4 mm diameter,
60 mm focal length lens onto fast moving planar solid targets to create plasmas. The
laser spot size diameters on the target for the 10 ns and 60–100 ns FWHM pulses were
measured to be ≈120 µm (1/e2 width ≈200 µm for an ideal Gaussian pulse) and 80 µm
(1/e2 width ≈135 µm), respectively. The focused beam of these two lasers generated
plasmas in a pressure of ≈1.3 × 10−4 Pa vacuum chamber from a rotating target having
a rotational speed of ≈5 RPM. The surface of each target was aligned to the focal plane
of the laser with a combination of translation and rotation stages. Linear and rotational
motion was in the plane of the target surface to provide a new target surface for each laser
shot. However, the target rotational speed was not fast enough to provide a fresh sample
in each laser shot for the 60–100 ns beam having a 2–20 kHz repetition rate. The plasma
spectral features recorded at an angle ≤ 15◦ from the target’s normal were characterized
using an aberration corrected 234/302 McPherson Seya–Namioka style spectrometer, with
a 1200 groove/mm grating, 200 mm focal length, 0.1 nm achievable spectral resolution
(tested at the wavelength of ≈185 nm with the 10 µm wide slit), and 4 nm/mm dispersion.
The spectrometer was customized with a fiber optic face plate, coupled micro-channel
plate (MCP), with a cesium iodide (CsI) photocathode at the output image plane. This
photocathode limits the spectral response of the spectrometer to the wavelengths shorter
than ≈164 nm. A chilled charged-couple-device (CCD) array (169 µm2 1024-pixel detector)
with a fiber optic face plate was coupled to the MCP’s fiber optic face plate.

The spectrometer and its optical system were calibrated with a standard Deuterium
(D2) lamp (X2D2, L9841 Hamamatsu) over an equivalent distance between the source and
the slit. The lamp provides the absolute calibrated irradiance data 100 cm from the lamp
over the wavelength region from ≈115 to 300 nm. Furthermore, the wavelength of the
spectrometer is calibrated using the spectral features of the standard D2 lamp. The spectral
irradiance of the standard lamp is shown in Figure 1 (right ordinate in units of µW cm−2

nm−1) over the wavelength region of 120–170 nm. Using the lamp data, the instrument
response correction, the so-called, “absolute radiometric response correction curve” is
tabulated. An absolutely calibrated Si plasma radiation created by the 10 ns FWHM,
100 Hz laser pulse at the irradiance (I) of ≈2.5×1011 W cm−2 is also shown in Figure 1 (left
ordinate in units of µW cm−2 nm−1). The Si spectra were obtained by accumulating 12,000
laser shots, each on a fresh target, i.e., the acquisition time was 120 s. In all calibration
processes and laser plasma experiments, the background noise signal is subtracted from
the real data. It should be emphasized that the background noise signal was recorded
for each experiment over the same acquisition time. This means that the noise signal is
recorded over the same acquisition time in the absence of plasma. The spectral features
of the calibrated Si spectrum may be identified (Figure 1 and Table 1) using the atomic
database on the National Institute of Standards and Technology (NIST) website [22]. It
has to be noted that the resolution of the spectrometer was not enough to resolve all weak
spectral features as listed in the NIST database. The main spectral features of Si plasma
emission mainly originated from doubly and triply ionized charge states (Si III–Si IV).
Particularly, two strong spectral peaks about the wavelength of 140 nm are produced by
two resonance transitions between the ground and singly excited states of 2p6 3s (J = 1/2)
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− 2p6 3p (J = 3/2) (the wavelength of λ ≈ 140 nm) and 2p6 3s (J = 1/2) − 2p6 3p (J = 1/2)
(≈140.5 nm) in Si IV. Here, the J is the total angular momentum.
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Figure 1. Comparison of the spectral irradiance of the standard Deuterium (D2) lamp (gray shaded
area, right-hand scale) with a typical recorded calibrated spectral irradiance of a Si plasma at a
distance of 100 cm from the target over the ≈123–164 nm wavelength region generated by 1.064 µm
laser, 10 ns FWHM pulses at 100 Hz repetition rates (black line, left-hand scale). The laser irradiance
was ≈2.5 × 1011 W cm−2 (the laser energy ≈230 mJ). The strong Si spectral lines are identified using
the NIST atomic database [22] as listed in Table 1.

Table 1. The observed Si spectral lines (Figure 1) according to the NIST database [22].

States Transitions (Lower–Upper Levels) Observed Wavelengths (nm) Transition Probabilities (1/s)

Si II 3s23p + 3s3p2 − 3p3 + 3s23d 125.1–126.5 (0.47–3)× 109

3s23p − 3s24s 152.6–153.3 (0.4–0.8) × 109

Si III 3p2 − 3s6p 123.5 2.77 × 109

3s3p − 3p2 128–130.3 (0.5–2.1) × 109

3s3d − 3p3d 134–134.3 (0.7–0.9) × 109

3s4s + 3s3d − 3p4s + 3p3d 136.1–136.7 (0.8–1) × 109

3s3p − 3p2 141.7 2.2 × 109

3s4p + 3s3d + 3s4s −
3p4p + 3p3d + 3p4s 143.3–143.6 (0.4–0.9)× 109

3s3d − 3s4f 150–150.2 (1.7–2.1) × 109

Si IV 2p6 3s − 2p6 3p 139.4 0.88× 109

2p6 3s − 2p6 3p 140.3 0.86 × 109
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3. Computational Model

To theoretically investigate the spectral characteristics of plasma radiation, we con-
structed a CR balance-rate equation, including excited states in a detail-level accounting
approach [6,16,18,21]. The CR model includes all of the important atomic processes in
a typical LPP light source, such as the auto-ionization from the doubly excited states
and dielectronic recombination, electron impact ionization and three-body recombination,
electron impact excitation and deexcitation, photo-ionization and radiative recombination,
photo-excitation and photo-deexcitation. The effect of photo-absorption on a level pop-
ulation is calculated by reducing the radiative decay rate by a factor equal to the escape
probability factor. A frequency-averaged escape probability formalism is employed for
the Voigt spectral line radiation. Due to the lack of public and validated atomic physics
data necessary for solving the CR model, see for example, the NIST database [22], the
calculations of the atomic cross-sections and rates for any chosen element were performed
using the FAC code [15]. The FAC solves the relativistic Dirac equation, using a single
central parametric potential to compute the orbitals. Radiative decay, collisional excitation,
and ionization, auto-ionization and photo-ionization cross sections, and rates are com-
puted within the distorted wave approximation. To study the plasma dynamics in LPPs, a
radiation-hydrodynamics code FLASH, is used [19]. The FLASH is a three-temperature
(electron, ion, and radiation) state-of-the-art radiation-hydrodynamics solver, including
the thermal conduction, multi-group radiation diffusion, tabulated equations-of-states
(EOS), and laser ray-tracing model. For a given target material, the constructed CR is
used to calculate a necessary non-LTE EOS database, including the spectral emissivity and
spectral absorption coefficients on a density–temperature grid. In the present study, the
calculations were carried only out for an Si plasma. To identify the Si ion charge states
responsible for the experimental Si spectral emission in Figure 1 and also to verify the
calculated spectral line positions by the FAC code, calculations were done using the CR
solver for a homogeneous plasma. In this work, the CR model for Si includes a total of
1050 levels of the neutral to fully ionized Si charge states as listed in Table 2. For simplicity,
the CR solver includes main spectral transitions among responsible low-ionized charge
states for plasma FUV emission.

Table 2. The CR model for Si plasma includes all of the ground states from the neutral (Si I) through
fully ionized charge states, and particularly, the important transitions from Si I through Si IX. Here, n
and l are, respectively, the principal and orbital quantum numbers. The total levels in the CR is 1050.

States Configurations

Si I 1s22s22p63s23p2, 1s22s22p63s13p3, 1s22s22p63s23p1

nl (n = 4, 5) (l < n), 1s22s22p63s23p1nl (n = 6, 7) (l < 3), 1s22s22p63p4

Si II 1s22s22p63s23p1, 1s22s22p63s13p2, 1s22s22p63s2nl (n = 4) (l < n),
1s22s22p63s2nl (n = 5, 6, 7) (l < 3), 1s22s22p63p3

Si III 1s22s22p63s2, 1s22s22p63s13p1, 1s22s22p63s1nl (n = 4) (l < n),
1s22s22p63s1nl (n = 5, 6, 7), (l < 3), 1s22s22p63p2

Si IV 1s22s22p63s1, 1s22s22p63p1, 1s22s22p6nl (n = 4) (l < n),
1s22s22p6nl (n = 5, 6, 7) (l < 3)

Si V 1s22s22p6, 1s22s22p5nl (n = 3) (l < n), 1s22s22p5nl (n = 4, 5, 6, 7) (l < 3)

Si VI 1s22s22p5, 1s22s22p4nl (n = 3) (l < n), 1s22s22p4nl (n = 4, 5, 6, 7) (l < 3)

Si VII 1s22s22p4, 1s22s22p3nl (n = 3) (l < n), 1s22s22p3nl (n = 4, 5) (l < 3)

Si VIII 1s22s22p3, 1s22s22p2nl (n = 3) (l < n), 1s22s22p2nl (n = 4, 5) (l < 3)

Si IX 1s22s22p2, 1s22s22p1nl (n = 3) (l < n), 1s22s22p1nl(n = 4, 5) (l < 3)
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Figure 2a presents a typical non-LTE spectral emissivity (in units of W cm−3 nm−1 sr−1)
and the opacity coefficients (=κ/ρ, where κ is the spectral absorption coefficient in units of
cm−1 and ρ is the density in units of g cm−3) in the tabulated EOS Si database over the wave-
length region of 120–170 nm for an artificial homogeneous plasma at ρ ≈ 10−4 g cm−3

and a temperature of kT ≈ 5 eV. The CR model depends on three different tempera-
tures for the electron (Te), ion (Ti), and the radiation field (Tr). Here, it is assumed that
Te = Ti = kT ≈ 5 eV and Tr = 0.2×Te. It is found that the effect of Tr on the spectral emissiv-
ity and opacity coefficient (Figure 2a) is negligible at this condition. Throughout this study,
the spectral emissivity and opacity coefficients include the bound–bound, bound–free and
free–free processes. Figure 2b presents the spectral radiance (in units of W cm−2 nm−1 sr−1)
of an artificial homogeneous Si plasma at ρ ≈ 10−4 and ≈ 4×10−4 g cm−3, kT ≈ 5 eV,
and the photon path length (e.g., the plasma radius) of d ≈ 350 µm. An inspection
of Figures 1 and 2b reveal the calibrated Si spectra is more and less in agreement with the
calculated spectral radiance, especially at ρ ≈ 10−4 g cm−3. Note that in the FAC code, the
accuracy of the wavelengths and transition rates for VUV and visible lines that usually
result from the transitions within the same configurations from near-neutral ions can be
limited, especially for transition metals with incomplete d-shell. Although it is possible to
adjust the energy levels, however, the detailed investigation on the spectral line positions
was beyond the scope of the present study. The calculations in Figure 2b demonstrate
the spectral radiations from two Si III and Si IV charge states are main contributors for
measured calibrated FUV emission in Figure 1. Note that the time-space integrated spectral
irradiance (Figure 1) can be estimated using the CR solver coupled to hydrodynamics
code. However, a very crude approximation may be made as follows. The spectral irra-
diance (Mλ, in units of W cm−2 nm−1) is linked to the spectral radiance (Lλ, in units of
W cm−2 nm−1 sr−1) by the Lambert’s cosine law [23], i.e., Mλ = π Lλ. This irradiance is
inversely proportional to the square of the distance from the plasma, that is, the inverse
square law. Suppose a spherical plasma with a radius d ≈ 350 µm (somewhat larger than
the laser spot size), a plasma emission duration ∆τ ≈ 20 ns (i.e., 2 × FWHM laser pulse),
and the laser repetition-rates υ = 100 Hz. With these assumptions, Figure 2b gives approxi-
mately the measured irradiance in Figure 1. For example, for strong spectral lines about the
wavelength 140 nm (with the radiance of ≈4 × 104 W cm−2 nm−1 in Figure 2b), the irradi-
ance at 100 cm from the target is ≈(4 × 104 × 106) π As ∆τ υ/1002 ≈ 0.4 µW cm−2 nm−1.
Here, the As is the plasma area. Indeed, in transient, non-LTE plasmas with strong temper-
ature and density gradients generated in LPP sources, the plasma parameters such as the
temperature and density, plasma size, and the integrated spectral emission are space- and
time-dependent and cannot be simulated under the assumption of the perfect homogeneity
of the plasma (e.g., Figure 2b). Consequently, there are a few discrepancies between the
calculated spectral radiance (Figure 2b) and measured spectral irradiance (Figure 1). For
example, the calculation cannot reproduce the measured intensity ratio of two strong Si
IV lines around 140 nm. In addition, a comparison among the corresponding spectral
emissivities and opacities of these lines (Figure 2a), the spectral radiance (Figure 2b) and
the measured spectral irradiance reveals that the ratio approaches the black-body limit due
to the opacity effect. Thus, the calculation may reproduce the measured Si IV line intensity
ratio at different plasma conditions, e.g., from an optically thinner plasma.
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a) b)

Figure 2. (a): Calculated spectral emissivity and opacity coefficients versus the wavelength at ρ ≈ 10−4 g cm−3 and
kT ≈ 5 eV; (b): the calculated spectral radiance for an artificial homogeneous Si plasma at ρ ≈ 10−4 (blue shaded area)
and ≈ 4×10−4 g cm−3 (dark solid line), kT ≈ 5 eV, and d ≈ 350 µm. The black-body emission curve versus the wavelength
at the same temperature is also shown. The spectral contributions of the main individual Si ions (i.e., Si III and Si IV) are
also presented. Note that the ordinates of (a,b) are not in the same scale.

4. Results and Discussion

Under the LTE hypothesis, the radiation of thermal light sources is governed by the
fundamental laws of thermodynamics. Their intensity and spectral distribution, which
depend on temperature, can be determined with the Kirchhoff’s law of absorption–emission
and Planck’s equation, respectively, [23]. For a truly black-body over the wavelength range
from zero to infinity, the radiation power emitted by the surface is given by the Stefan–
Boltzmann’s law. When the temperature of a black-body radiator increases, the overall
radiated energy increases and the peak of the radiation curve moves to shorter wavelengths
according to the Wien’s displacement law. In this framework, the peak of the radiation
curve (i.e., λW [nm] Tbb[eV] ≈ 250, where λW and Tbb are the peak of black-body radiation
curve and its temperature, respectively) varies in the wavelength range of ≈170–120 nm
for a black-body temperature (i.e., the radiation temperature) of ≈1.5–2 eV, respectively.
Typical radiation-hydrodynamic calculations for the laser irradiance relevant to the LPP
EUV/XR source experiments (not shown here) show that a maximum of the local radiation
temperature in the plasma core is much less than local electron temperature. Thus, to
produce an efficient pulsed plasma FUV light source, it is expected that the electron
temperature should be higher than Tbb. On the other hand, the measured plasma threshold
fluences (Fth) for the various metal targets in the air at atmospheric pressure are reported
to be in the region of 0.9 ≤ Fth ≤ 8.5 J cm−2 for a Q-switched 1.0 µm, ns Nd:YAG solid-
state laser [24]. For example, the measured Fth is ≈0.9, 3, and 8.5 J cm−2 for the zinc
(Zn), molybdenum (Mo) and tungsten (W) metal targets, respectively. Therefore, the
necessary plasma threshold laser irradiances for 10 ns, 60 ns, and 100 ns FWHM pulses are
approximately in the range of ≈(0.9–9) × 108, (0.2–2) × 108, and (0.1–0.9) × 108 W cm−2 for
Zn, Mo and W metal targets, respectively. Note that the plasma threshold fluence is defined
using the emission of a given spectral resonance lines of neutral element, e.g., the strong
radiation originated from transitions among 3d104s4p-3d104s4d of Zn I in the wavelength
region of 320–340 nm [22]. Our calculations show, using the FAC code, low-ionized charge
states, e.g., Zn III–Zn IV radiate strongly over the wavelength region of 120–170 nm. Thus,
a somewhat higher laser fluence (or irradiance) than Fth is needed to produce an efficient
FUV plasma light source.
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The spectral features of various gases, liquid metal droplets [20] (not shown here),
and metal targets were generated by a 1.0 µm fiber laser with 60–100 ns FWHM and
2–20 kHz repetition rates at a low laser irradiance region of ≈106 to 5 × 109 W cm−2.
Typical calibrated FUV spectral irradiances (in units of µW cm−2 nm−1) of the Si (Z = 14),
Zn (Z = 30), and tin (Sn, Z = 50) plasmas at a distance of 100 cm from the target over
a wavelength region of ≈123 to 164 nm are shown in Figure 3. The laser irradiance is
estimated using the measurement of the average laser power for each experiment by an
OPHIR laser power meter (serial number 517845). We recorded the plasma FUV emission
(e.g., using the Zn solid target) for the laser irradiance as low as ≈5 × 106 W cm−2 using
100 ns FWHM and 20 kHz pulses. A high repetition rate of 20 kHz enables improving the
signal-to-noise ratio at this low laser irradiance, i.e., to detect a clear FUV spectral emission
over the wavelength region of ≈123–165 nm. This laser irradiance gives a Fth ≈ 0.5 J cm−2.
This value is equal to the calculated theoretical plasma threshold fluence for the Zn metal
target, as can be seen in Ref. [24]. It is worth mentioning that the previous report [24] shows
that there is approximately no significant difference in Fth using single-shot irradiation
with each pulse hitting a fresh sample spot or accumulating ten pulse shots on the same
target surface. Our experimental and atomic physics calculations [6,17,21] show that the
Zn plasma radiates strong FUV spectral band with a CE as high as ≈3%/2πsr at a laser
irradiance of ≈5 × 109 W cm−2 for 2 kHz, 60 ns pulse. The corresponding Zn spectrum
is shown in Figure 3 (right ordinate: the spectrum is marked with a rectangle). The
unresolved transitions arrays from 3d9 4l-3d9 4l’ and 3d8 4l-3d8 4l’ orbitals in Zn III and
Zn IV ions produce an efficient Zn plasma FUV light source. Here, l and l’ are the orbital
quantum numbers (i.e., s, p, d, f, ...). An inspection of Figures 1, 2b and 3 reveals the
main charge states responsible for the Si and Zn plasma FUV radiations are the Si III,
Si IV and Zn III, Zn IV ions, respectively. Furthermore, our study shows that the Sn III,
Sn IV, and Sn V ions are major contributors to the FUV emission in Sn plasma. Figure 3
shows the Si spectra is somewhat more powerful (with a CE ≈ 1%/2πsr) than the emission
from Zn and Sn plasmas at the laser irradiance of ≈ 109 W cm−2 for 60 ns pulse at 2 kHz
operation. A reason may come from the fact that the spectral lines of Si plasma are strong
resonance lines in Si III and Si IV ions that are radiatively coupled to the ground states,
whereas for Zn III and Zn IV ions, the transitions are generated among the singly excited
states. Additionally, the low-ionized Si III–Si IV charge states remain stable over a wider
electron temperature region than Zn III–Zn IV and Sn III–Sn V ions. For example, the
average ionic charge states of Si and Sn are ≈3.9 and ≈6.2 at the electron temperature
of ≈10 eV, respectively. Thus, a plasma over-ionization effect is less severe for the Si than
Zn and/or Sn plasmas. Comparison of the Si spectra in Figures 1 and 3 show the two
strong spectral lines around 140 nm (i.e., transitions of 2p6 3s-2p6 3p in Si IV) are broadened
and merged in the plasma created by the longer pulse of 60 ns width at a lower laser
irradiance of ≈109 W cm−2. The reason may be understood based on the calculation using
the CR solver for an artificial homogeneous plasma. Figure 2b shows the spectral lines
of Si IV around 140 nm can become optically thick (i.e., no object at a given temperature
can emit more than black-body emission limit) at a high density region or a long photon
path length owing to a larger plasma size for the 60 ns than 10 ns pulse. Thus, in the
case of a collision-dominated plasma or an optically thick medium [25], it is expected
that these two resonance spectral lines broadened and merged together at a typical areal
density of Si plasma ≈ρ × d ≥ 10−5 g cm−2 and a temperature of 5 eV. Note that, in the
CR calculation, we used the Voigt spectral line shape that includes the collisional (i.e.,
the impact pressure) and Doppler broadening mechanisms (Figure 2b) [23]. It is worth
noting that the instrumental broadening is not taken into account in the calculation. There
are a few discrepancies between the calculated and the measured Si spectral emission.
Particularly, the calculated continuum emission is much less than the measured spectra.
Figure 3 shows the Si spectral lines around 130 nm and at shorter wavelengths are stronger
than the corresponding lines in Figure 1. The reason is due to the lower temperature of Si
plasma in conditions relevant to Figure 3 compared to Figure 1 owing to the lower laser
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irradiance. Thus, the spectral radiations originated from the lower charge state of Si III are
stronger than Si IV. Moreover, the calculations using the CR solver show (Figure 2b) the
ratio of spectral lines around 130–140 nm increases by raising the plasma opacity, i.e., by
increasing the plasma density or the photon path length.

Zn IIIZn IV
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Figure 3. Measured FUV spectral irradiances of the Si, Zn and Sn plasmas at a distance of 100 cm
from the target over the ≈123–164 nm wavelength region. Plasmas were generated by a 1.0 µm laser
at two operation regimes: with pulse widths of 60 and 100 ns FWHM and the repetition rates of
2 and 20 kHz. Note that the right ordinate is used for one of the Zn spectra (marked with a filled
rectangle) for better view. Here, the laser irradiances (pulse energies) for 2 and 20 kHz rep-rates
are ≈109 W cm−2 (≈3 mJ), ≈5 × 109 W cm−2 (≈15 mJ), and ≈108 W cm−2 (20 kHz, 100 ns FWHM
laser pulse energy ≈0.6 mJ), respectively. Positions of Si spectral lines are shown (on top) using the
NIST atomic database [22].

The spectral features of several targets were also generated with 10 ns FWHM, 100 Hz
laser at different laser irradiances in the range of I ≈ 1010 to 2.5 × 1011 Wcm−2. Note
that at this laser condition, the target rotated fast enough to provide a fresh sample in
each laser shot. Figure 4a presents the calibrated spectral plasma irradiances (in units of
µW cm−2 nm−1) of the Si, Zn, Mo, Sn and tantalum (Ta, Z = 73) planar targets at a distance
of 100 cm from the target over the wavelength region of ≈123–164 nm. Here, the laser
irradiance was ≈2.5 × 1011 Wcm−2. This irradiance is well beyond the plasma threshold
fluence of all refractory metals. At this laser irradiance, all spectra were calculated after
averaging ≈3000 pulses. As previously discussed, the main spectral features of the Si and
Zn plasmas were mainly created from the low-ionized charge states of Si III–Si IV and Zn
III–Zn IV ions, respectively. Inspection of Figures 3 and 4a reveals the main spectral lines
of Si IV (around ≈140 nm) and Zn IV (≤140 nm) are brighter than Si III (around ≈130 nm)
and Zn III (≥140 nm) in plasma generated by a 10 ns pulse than 60 ns due to the higher
laser irradiance, consequently, a higher temperature. Additionally, as stated before, the
low-ionized Sn III, Sn IV, and Sn V ions are main contributors in the measured Sn spectra
(Figure 4a). Figure 4a shows that the Mo and Ta plasmas generate a weaker spectral FUV
emission compared to the Zn and Sn ions. The reason may be due to plasma over-ionization,
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i.e., the Mo and Ta plasma radiations may be increased at the lower laser irradiance region.
Figure 4a shows that all of the measured plasma spectral radiations have a continuum on
which the emission lines are superimposed.
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Figure 4. (a) Measured spectral irradiances of the Si, Zn, Mo, Sn and Ta plasmas at a distance of 100 cm from the target
over the wavelength region of ≈123–164 nm. Here, a plasma generated by a 1.0 µm, 100 Hz, 10 ns pulse at the laser
irradiance of ≈2.5 × 1011 W cm−2 (pulse energy ≈ 230 mJ). The observed Si spectral lines are shown (on top) using the
NIST database [22]; (b) measured radiation conversion efficiency (in units of % into 2πsr) over the wavelength spectral
band of 125–160 nm for various laser irradiances (pulse energies) of ≈1010 (≈10 mJ), 5 × 1010 (≈44 mJ), 1.0 × 1011 (≈90 mJ),
1.5 × 1011 (≈140 mJ), 2 × 1011 (≈190 mJ) and 2.5 × 1011 Wcm−2 (≈230 mJ).

Figure 4b presents the measured radiation conversion efficiencies (in units of % into
2πsr) over the wavelength region of 125–160 nm versus the peak laser irradiances in the
range of ≈1010 to 2.5 × 1011 W cm−2. For these experimental conditions, maximum radi-
ation conversion efficiencies in the range of 1–3%/2πsr were measured. All conditions
that are known were kept constant during the experiments. However, note that at the low
laser irradiance in contrast to the high region, around 60,000 pulses were accumulated
to obtain each spectrum. All of the emission signals were corrected by the subtraction
of the noise (dark) signal of the detector, which were separately measured for the same
corresponding exposure time. Figure 4b shows the Si, Mo and Ta plasmas generate higher
conversion efficiencies at the lowest laser irradiance of ≈1010 Wcm−2. We expect that
low-ionized charge states of the heavy elements with the open d-sub-shell, for example, Mo
(with the neutral ground configuration 4d55s), Ta (with the neutral ground configuration
5d36s2) and tungsten (with the neutral ground configuration 5d46s2 [26]) generate a strong
continuum-like FUV spectra at the lower laser irradiance than ≈1010 Wcm−2. In particular,
it is predicted through preliminary calculations that an optically thick Ta (or the tungsten)
plasma radiates a strong broad quasi-flat FUV emission at a temperature region less than 5
eV. Indeed, more experiments needed to investigate the best target condition by consider-
ing the debris issue. Previous experiments demonstrated that a low-debris LPP plasma
source is possible by using, e.g., gas [8] or droplet targets. For example, George et al. [4]
demonstrated that the realization of a high CE low-debris LPP Sn EUV source is possible
by reducing the mass of tin target, which is accomplished by using tin-doped droplet
targets. These features are now under investigation, especially the debris issue in high
repetition-rates experiments at a low laser fluence region.
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Due to the lack of experimental information on the evolution of plasma parameters,
a picture of the plasma dynamics may be obtained using the radiation-hydrodynamics
model. Here, a radiation-hydrodynamics code, FLASH is used to investigate the plasma
temperature and density at a given peak laser irradiance of ≈1010 Wcm−2. Figure 5a–c
present typical 2D spatial distributions of the electron temperature, the plasma density, and
electron density near the peak laser irradiance, respectively. Here, this code is employed to
study the plasma dynamics for the case of a planar solid Si target (with the initial density
of ≈2.33 g cm−3) irradiated by a 1.06 µm, 10 ns FWHM Gaussian-temporal-spatial-shaped
laser pulse with a peak irradiance of ≈1010 Wcm−2. In the simulation model, a single laser
beam illuminates a planar target in the radius-Z (R-Z) cylindrical geometry. The laser is
focused on the Z axis and enters the domain at a 90-degree angle, i.e., laser beam is normal
to the target. It is assumed that the Si target is in a low-density air environment related
to the pressure of 1.3 × 10−4 Pa at the vacuum chamber. The laser spot size diameter is
assumed to be ≈120 µm (1/e2 width ≈200 µm). The FLASH code predicts a maximum of
electron temperature ≈20 eV for the plasma core at the peak laser irradiance. This plasma
temperature is high enough to produce an average ionic charge state higher than ≈4,
especially for elements with a high atomic number such as Mo or Ta. Our calculations
(not shown here) predict that at such a high temperature, the plasma should also strongly
emit at the wavelengths shorter than 120 nm. The calculation also shows at the maximum
laser irradiance, this dense high-temperature plasma close to the target radiates intense
continuum emission. Figure 5a also presents a dashed-lines contour to emphasize plasma
regions with the electron temperatures in the range of 0.5–8 eV. Our study reveals that the
dense low-temperature plasma, especially close to the target (as can be seen in Figure 5b
for the region of ρ ≥ 10−4 g cm−3), strongly radiates in the FUV region. The reason
may be understood based on a comparison between the calculated Si spectral radiance
(Figure 2b) and measured signal (Figure 4a). Due to the lack of experimental information,
an effective plasma size may be estimated by the simulation as ≈300 µm. Indeed, more
experiments and the radiation-hydrodynamic calculations coupled to the CR solver are
required to investigate the conversion efficiency versus the laser spot diameter, pulse width
and emission angle (angle-resolved spectra) in the laser plasma FUV light source. These
features are now under investigation.
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Figure 5. (a) The spatial distributions of the plasma electron temperature (in units of eV); (b) the plasma density (in units of
g cm−3); and (c) the plasma electron density (in units of cm−3) for a 10 ns LPP near the peak irradiance of ≈1010 Wcm−2

over the Radius-Z space calculated using a 2D Eulerian FLASH code. The laser beam propagates along the Z direction as
shown in (c). Here, a dashed-lines contour in Figure 5a shows the locations with the electron temperatures in the range
of ≈0.5–8 eV.
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5. Conclusions

We discussed in detail the analysis of short-wavelength data obtained from a laser
plasma light source, characterized with an aberration-corrected McPherson Seya–Namioka
type monochromator sensitive to the vacuum-ultraviolet spectral range. Absolute spectral
irradiance calibration of laser plasmas for a wavelength FUV band from ≈123 to 164 nm
was performed using a standard Deuterium lamp. Plasmas were created from fast rotating
solid targets (Si, Zn, Mo, Sn and Ta) by two 1.0 µm lasers, separately; a Q-switched Nd:YAG
solid-state laser producing 10 ns FWHM pulses at 100 Hz repetition rates and a fiber laser
operating with pulse widths (60–100 ns FWHM) and repetition rates (2–20 kHz). Plasma
FUV emission is detected for the laser irradiance as low as ≈5 × 106 W cm−2 using 100 ns
FWHM and 20 kHz pulses. It was demonstrated that high-density laser plasmas created
by nanosecond laser pulses radiate strongly over the FUV wavelength region. Calculations
using a developed collisional-radiative solver and radiation-hydrodynamic code reveal that
the FUV spectral radiation mainly consists of a strong continuum emission due to a dense
plasma core close to the target, which was superimposed by a vast spectral lines of low-
ionized charge states. We measured a maximum conversion efficiency of ≈(1–3)%/2πsr
of the laser light to the FUV spectral band from a few selected targets by both lasers, i.e.,
10 and 60 ns FWHM pulses. Particularly, the calculation and experimental results show
emission from specific wavelength regions can be enhanced by proper optimization of
target and laser parameters. These results are valuable for the lithography and metrology
tools in the semiconductor industry as well as to design a high-power incoherent point-like
FUV light sources driven by Q-switched mJ infrared laser pulses.
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