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Abstract: In Taiwan, activity centers such as school auditoriums and gymnasiums are common
multi-functional spaces that are often used for performances, singing, and speeches. However, most
cases are designed using only Sabine’s equation for architectural acoustics. Although that estimation
formula is simple and fast, the calculation process ignores many details. Furthermore, while more
accurate analysis can be obtained through acoustics simulation software, it is more complicated
and time-consuming and thus is rarely used in practical design. The purpose of this study is to use
machine learning to propose a predictive model of acoustic indicators as a simple evaluation tool for
the architectural design and interior decoration of multi-functional activity centers. We generated
800 spaces using parametric design, adopting Odeon to obtain acoustic indicators. The machine
learning model was trained with basic information of the space. We found that through GBDT and
ANN algorithms, almost all acoustic indicators could be predicted within JND ± 2, and the JND
of C50, C80, STI, and the distribution of SPL could reach within ±1. Through machine learning
methods, we established a convenient, fast, and accurate prediction model and were able to obtain
various acoustic indicators of the space without 3D-modeling or simulation software.

Keywords: architectural acoustics; indoor acoustic indicators; multi-functional space; machine
learning; supervised learning

1. Introduction

Architectural acoustics is the science of studying acoustic environments in architecture.
In the past, subjects of architectural acoustic research were usually concert halls, opera
houses, and theaters. However, good indoor acoustic environments are not limited to
professional performance spaces. In recent years, architectural acoustics in non-musical
professional use spaces has begun to receive attention, in spaces such as offices, libraries,
multi-purpose spaces, etc. [1–5].

The concept of multi-functional space has grown more and more popular, especially in
schools. Combining the auditorium and indoor physical activity space is a well-established
design method that can maximize the use of school space and budget. However, each
activity in a multi-functional space has its own requirements, and acoustic design can be
difficult for this kind of space [6].

For ordinary spaces, the importance of acoustics is relatively low, but for such large-
scale performance spaces as concert halls and theaters, the importance of acoustics is
considerable, and simulation software such as Odeon, Ease, etc. is usually adopted for
simulation and design. Compared with the above two venues, the small and medium-sized
multi-functional activity centers referred to in this research have certain requirements for
acoustics, but they are not as strict as those of a special performance space. In practice,
such spaces do not use software for simulation. However, if simulation software cannot
be introduced in the design stage, then knowing the various acoustic indicators, such as
clarity (C50, C80), speech transmission index (STI), etc., is difficult.

Appl. Sci. 2021, 11, 5641. https://doi.org/10.3390/app11125641 https://www.mdpi.com/journal/applsci

https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0001-6935-784X
https://doi.org/10.3390/app11125641
https://doi.org/10.3390/app11125641
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/app11125641
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app11125641?type=check_update&version=3


Appl. Sci. 2021, 11, 5641 2 of 24

In Taiwan, small and medium-sized activity centers like school auditoriums and gym-
nasiums are common multi-functional spaces that are often used for performances, singing,
and speeches. Different usage scenarios should be matched with different architectural
acoustic design standards. However, most architectural cases are designed using only
traditional estimation formulas for confirming the reverberation time [7–9]. Although the
estimation formula is quick and simple, many details are ignored in the calculation process.
Schroeder & Gerlach [10] mentioned that the reverberation time obtained by the Sabin or
Eyring formula depends only on the volume of the room and the total absorption area.
These formulas assume that the probability of a wall being hit by a sound ray is propor-
tional to its size and is not related to the previous history of the ray. In addition, the shape
of the space and the placement of sound-absorbing materials also affect the reverberation
time. For rooms with non-uniform distribution of sound absorption (especially rectangular
rooms), the Sabine and Erying formulas tend to underestimate the real RT [11]. A study by
Beranek [12] stated that when calculating the RT in a concert hall, if heavily upholstered or
non-rectangular space was used, the Sabine formula needs to be corrected by adding the
room volume.

Machine learning (ML) is a branch of artificial intelligence (AI) primarily focused
on making computers learn automatically, finding rules or patterns by analyzing large
amounts of data, and making predictions on unknown data. ML can be roughly divided
into four categories based on the learning method used: supervised learning, unsupervised
learning, semi-supervised learning, and reinforcement learning [13,14].

ML has been widely used in many fields, including disease diagnosis [15], stock trend
prediction [16], image and speech recognition [17,18], information extraction [19], etc. In
the ML approach, a prediction model can be trained with input data to achieve a goal
without solving theoretic equations.

For architectural acoustics, Nannariello & Fricke [20] used 71 spaces, including concert
halls, auditoriums, and cultural centers, to predict the reverberation time using neural
networks. Comparing the reverberation time obtained by the neural network, Sabine
formula, and ODEON 2.6D has allowed researchers to evaluate the prediction ability of
the trained model. Falcon Perez [21] studied the acoustic indicators of a single space and
constructed a ML predictive model based on different indoor characteristics (furniture size,
placement, etc.).

The purpose of this study is to use ML to propose a predictive model of acoustic
indicators as a simple evaluation tool for the architectural design and interior decoration of
small and medium-sized activity centers.

First, we confirmed the compatibility of the field measurements and simulations,
then used the parametric design to generate samples as the object of analysis, and finally
obtained accurate solutions of the acoustic indicators using the acoustic simulation software
Odeon. After the data was generated, ML was adopted, and the parameters of the space,
such as the basic geometric information, material properties, and placement positions, were
used to obtain a predictive model. The resulting model provided a compromise method
regarding acoustic performance evaluation, which had a certain degree of accuracy and
was quick and simple for practical use. The workflow is shown in Figure 1.
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Figure 1. Workflow of this study.

2. Data Collection

The research was aimed at existing small and medium-sized multi-functional activity
centers in Taiwan. In order to collect data, a large amount of data was generated through
parametric modeling and acoustic simulation software. Therefore, a compatibility test of
field measurements and simulations had to be performed first. Then data was collected
through simulation, and a machine learning model was constructed based on the dataset.

2.1. Research Objects and Target Acoustic Indicators

The research objects were primarily rectangular spaces with a stage at the front. The
usage scenarios were mostly speeches, small performances, ceremonies, parties, and sports
activities. According to statistics from a total of 212 school multi-functional activity centers
in Taiwan, the floor area distribution was mainly from 120 to 2500 m2, with just a few more
than 2500 m2 (Figure 2).
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In accordance with ISO 3382-1 2009 [22], the room acoustic indicators are shown in
Table 1. The just noticeable difference (JND) is the minimum amount by which stimulus
intensity must be changed in order to produce a noticeable variation in sensory experience.
This value provides a good suggestion of the accuracy required for prediction. Less than 1
JND indicates no obvious difference, but obtaining results with this accuracy is difficult
in most cases, so slightly higher than 1 JND is still an acceptable range. In addition, the
difference between the predicted value of each acoustic indicator and the measured value
should not exceed 2 JND [23].

Table 1. Target indoor acoustic indicators.

Indicator Definition Subj. Threshold Target Octave
Band

RT (s) The time it takes for sound to
decay by 60 dB. Rel. 5% 500 Hz

SPL difference (dB)
The difference between the
SPL of each point and the

average value.
– –

C50 (dB) 10log
∫ 50ms

0 p2(t)dt∫ ∞
50ms p2(t)dt

1 dB 500 Hz

C80 (dB) 10log
∫ 80ms

0 p2(t)dt∫ ∞
80ms p2(t)dt

1 dB 500 & 1000 Hz

2.2. Compatibility of the Field Measurement and Simulations

The field measurement was carried out in a classroom (approximately 136 m2) at
National Cheng Kung University (Figure 3). The purpose of doing so was to confirm
the compatibility of the field measurement and building acoustics simulation software
in the different impacts of replacing indoor sound-absorbing materials and changing the
placement of sound-absorbing materials in the same space on indoor acoustic indicators.
After confirming compatibility, subsequent research and analysis were mainly carried out
with the simulation software. In addition to observing the error rate of the overall data,
we also compared the trend of the difference between the measured and simulated values
from each receiving point individually.
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The measurement was based on ISO 3382-1. A dodecahedron speaker was used as an
omnidirectional sound source. The measured parameters were sound pressure level (SPL),



Appl. Sci. 2021, 11, 5641 5 of 24

background noise, reverberation time (T20), C50, C80, and STI. The receiving point was
erected at a height of 1.5 m, and a tripod was used to move the point.

Currently, many kinds of architectural acoustics simulation software are available,
such as Odeon, EASE, CATT, etc. This study adopted Odeon (version 14) for acoustic
simulation. Odeon is a piece of software developed by the Technical University of Denmark
(Dept. of Acoustic Technology) and a group of consulting companies in 1984. It is capable
of calculating various parameters of room acoustics based on spatial geometric conditions
and surface material properties. The calculation method is a hybrid method that combines
ray tracing and image sources [24].

The 3D model was drawn based on on-site spatial surveys, and the sound absorption
coefficient of material was set according to the situation of the site and related values in
past literature. The referenced literature values were adjusted and confirmed within a
reasonable range through Odeon’s optimization function. The Genetic Material Optimizer
in Odeon is an optimization tool which uses a genetic algorithm. Its function is to match
the simulated room acoustic indicators with the actual measured acoustic indicators by
modifying the materials in the room.

2.3. Data Generation

Data generation in this study was divided into three steps (Figure 4). First, we used
the parametric design method to automatically generate 3D models, then imported the
models into Odeon for acoustic simulation, and finally obtained the required room acoustic
indicators. In this study, 800 sets of multi-functional activity center models were generated,
with nine receiving points in each set, for a total of 7200 generated data points.
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2.3.1. Building the 3D Models

On the Rhino-Grasshopper platform, a 3D model of the space was automatically
generated by parametric design. The basic form of the space was a rectangular space with
a stage at the front (Figure 5). First, we set the geometric conditions of the space, created a
space based on these conditions, and then randomly allocated the decoration surface of this
space to different types of materials to generate the final 3D model. The basic parameter
conditions of the model are shown in Table 2. The model was generated by randomly
setting these geometric conditions and then the placement of the decoration surface was
also set in a random manner. Finally, the model was imported into Odeon.
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Table 2. Setting conditions of parametric model.

Range Unit

Area 120–2500 m2

Aspect ratio 0.75–2.25 –
Height 4–15 m
Stage depth 3–10 m
Stage height 3–h 1 m
Stage width 0.5w–w 2 m
Stage height from the floor 0–1.5 m

1 h: height; 2 w: width.

The sound source required for the subsequent acoustic simulation was set at a height of
1.5 m above the ground in the center of the stage area; the receiving points were distributed
equally in the audience area with nine points, all at a height of 1.5 m above the ground, to
represent the distribution of the entire space (Figure 6). Various information in the process,
such as geometric conditions, material placement type, sound source, and receiving point
coordinates, were all recorded and exported.
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This study assumed that a decoration surface (ceiling or wall) was composed of one
or two different materials. The different placement methods are shown in Figure 7. The
decoration surfaces that could be changed were the ceiling, back wall, and two side walls.
For subsequent data processing and ML, we had to transform such image information into
a numerical description (Table 3).
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Table 3. Numerical description of decoration surface placement.

Placement
Type

Area Occupied
by Material A

Area Occupied
by Material B

The Distance of
Material B from Edge

Strip Number
of Material B

0 Area_A Area_B 0 1
1 Area_A Area_B 0 1
2 Area_A Area_B x 1
3 Area_A Area_B x 1
4 Area_A Area_B 0 n
5 Area_A Area_B 0 n

2.3.2. Sound-Absorbing Material Setting

Regarding the material setting after the space was built, the variables that primarily
affected the indoor acoustic indicators were the sound absorption coefficient and scatter-
ing coefficient of the material. This study mainly focused on the material selection and
placement method of the decoration surface.

Five kinds of materials were chosen from previous literature. The selected materials
ranged from having low to high sound absorption coefficients, included to represent the
selection of various materials. The materials used for the ceiling are shown in Table 4, and
those for the wall are shown in Table 5.

Table 4. Material setting of ceiling.

Material
Absorption Coefficient, Frequency Bands (Hz)

63.5 125 250 500 1000 2000 4000 8000

Smooth concrete [24] 0.01 0.01 0.01 0.01 0.02 0.02 0.02 0.02

Wooden lining [23] 0.27 0.28 0.23 0.22 0.15 0.10 0.07 0.06

Chipboard with wide
grooves [24] 0.22 0.22 0.72 0.53 0.42 0.62 0.55 0.55

25 mm thick wood-wool from
ceiling 200 mm [23] 0.48 0.48 0.49 0.70 0.78 0.94 0.93 0.93

100 mm thick wood-wool
from ceiling 200 mm [24] 0.49 0.49 0.64 0.89 0.98 0.99 0.96 0.96
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Table 5. Material setting of wall.

Material
Absorption Coefficient, Frequency Bands (Hz)

63.5 125 250 500 1000 2000 4000 8000

Smooth concrete [24] 0.01 0.01 0.01 0.01 0.02 0.02 0.02 0.02

Carpet bonded to closed-cell
foam underlay [24] 0.03 0.03 0.09 0.25 0.31 0.33 0.44 0.44

Acoustic plaster [24] 0.15 0.15 0.25 0.40 0.55 0.60 0.60 0.60

Slotted gypsum board [24] 0.20 0.20 0.22 0.71 0.99 0.55 0.42 0.42

Gypsum board, perforation
19.6% [23] 0.30 0.30 0.69 1.00 0.81 0.66 0.62 0.62

3. Machine Learning

The brief process of machine learning is shown in Figure 8. First, we performed
various observations and pre-processing on the data and selected the features to be used
in the model. Then the data were divided into training, validation, and testing sets.
We constructed the machine learning model, evaluated its performance, and improved
the performance by adjusting hyperparameters and other methods (convert or process
data/input different feature combinations). Finally, the trained model was used to predict
the data in the testing set.

Appl. Sci. 2021, 11, x FOR PEER REVIEW 8 of 25 
 

Table 5. Material setting of wall. 

Material 
Absorption Coefficient, Frequency Bands (Hz) 

63.5 125 250 500 1000 2000 4000 8000 

Smooth concrete [24] 0.01 0.01 0.01 0.01 0.02 0.02 0.02 0.02 

Carpet bonded to closed-

cell foam underlay [24] 
0.03 0.03 0.09 0.25 0.31 0.33 0.44 0.44 

Acoustic plaster [24] 0.15 0.15 0.25 0.40 0.55 0.60 0.60 0.60 

Slotted gypsum board 

[24] 
0.20 0.20 0.22 0.71 0.99 0.55 0.42 0.42 

Gypsum board, 

perforation 19.6% [23] 
0.30 0.30 0.69 1.00 0.81 0.66 0.62 0.62 

3. Machine Learning 

The brief process of machine learning is shown in Figure 8. First, we performed var-

ious observations and pre-processing on the data and selected the features to be used in 

the model. Then the data were divided into training, validation, and testing sets. We con-

structed the machine learning model, evaluated its performance, and improved the per-

formance by adjusting hyperparameters and other methods (convert or process data/in-

put different feature combinations). Finally, the trained model was used to predict the 

data in the testing set. 

In this study, we adopted Scikit-learn and Tensorflow to construct machine learning 

models, both of which are open-source libraries of python. The python version used was 

3.6.8, and the main libraries used are shown in Table 6. 

 

Figure 8. Process of machine learning. 

Table 6. Description of used libraries. 

Library Version Description 

Jupyter notebook 6.0.3 Web-based execution environment 

Numpy 1.18.1 
Dimensional array processing and mathematical 

operations 

Pandas 1.0.1 Data tabulation and numerical processing 

Matplotlib 3.2.1 Data visualization and graphics drawing 

Seaborn 0.10.0 Data visualization and graphics drawing 

Scikit-learn 0.22.2.post1 Machine learning model construction 

Tensorflow 2.0.0b1 Machine learning model construction 

3.1. Data Processing 

In this study, we used the correlation matrix to preliminarily observe the relationship 

between the parameters. By observing the numerical distribution of each feature, we were 

able to obtain a rough understanding of the overall data and the applicability of this 

model. 

Figure 8. Process of machine learning.

In this study, we adopted Scikit-learn and Tensorflow to construct machine learning
models, both of which are open-source libraries of python. The python version used was
3.6.8, and the main libraries used are shown in Table 6.

Table 6. Description of used libraries.

Library Version Description

Jupyter notebook 6.0.3 Web-based execution environment

Numpy 1.18.1 Dimensional array processing and mathematical operations

Pandas 1.0.1 Data tabulation and numerical processing

Matplotlib 3.2.1 Data visualization and graphics drawing

Seaborn 0.10.0 Data visualization and graphics drawing

Scikit-learn 0.22.2.post1 Machine learning model construction

Tensorflow 2.0.0b1 Machine learning model construction

3.1. Data Processing

In this study, we used the correlation matrix to preliminarily observe the relationship
between the parameters. By observing the numerical distribution of each feature, we were
able to obtain a rough understanding of the overall data and the applicability of this model.

Furthermore, the discussion of the sound absorption coefficient of the material was
focused on the octave bands of 500 Hz and 1000 Hz. Considering the convenience and
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feasibility of practical applications in the future, sound absorption coefficients were divided
into two groups: original sound absorption coefficients and leveled sound absorption
coefficients, as shown in Figure 9. We then discussed and compared the performance of
these two models and determined whether the leveled sound absorption coefficients was
applicable within the scope of this study.

Categorical data, such as the location of the receiving point, type of material placement,
etc., were converted into numerical data by one-hot encoding, and the leveled sound
absorption coefficient was converted by label encoding. These two, namely one-hot and
label encoding, are the principal methods available for converting categories or text data
into numeric data. They are presented in the form of an example in Figure 10. In label
encoding, each category is assigned a unique integer. Once performed, the model will
consider an order or rank between categories (as shown in Figure 10: 0 < 1 < 2) so that it is
suitable for ordinal data. In one-hot encoding, every unique value in the category is added
as a feature. This encoding method does not sort the categories and is suitable for data that
are not ordinal.

For the artificial neural network model, we adopted data normalization to scale
different features to the same size, which may increase the convergence speed and improve
the accuracy of the model [25–27]. In this study, the standard score (also known as z-score)
was used, and it is defined by:

xnorm =
x− µ

σ
(1)

where µ is the mean of the population and σ is the standard deviation of the population.
After this standardization action, the data had a mean value of 0 and a standard deviation
of 1.
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3.2. Model of Machine Learning

This study used four ML methods to build predictive models, namely the support
vector machine (SVM), random forest (RF), gradient boosting decision tree (GBDT), and
artificial neural network (ANN). The construction process is shown in Figure 11. The data
segmentation ratio was training and validation set 80% and test set 20%. Furthermore, we
adopted cross-validation (K-fold cross-validation, K = 10) to reduce overfitting.
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• SVM was developed based on statistical learning frameworks [28], which could be
used for both classification (SVC) and regression (SVR). The risk of overfitting is lower
in SVM models. SVM models have good generalization ability in practice but are not
suitable for large datasets because of the relatively long training time [29].

• RF was proposed by Breiman in 2001 [30] as an algorithm that belongs to ensemble
learning. The concept of ensemble learning is that it combines multiple learners to
produce more accurate results than a single learner [31]. RF uses the decision tree
as the basic learner and adds randomly allocated training data to improve model
performance.

• GBDT is an ensemble learning algorithm that combines gradient descending and
boosting and uses the decision tree as the basic learner. The concept of gradient boost-
ing was derived from the observations of Breiman [32] and was further developed by
Friedman [33].

• ANN is inspired by the biological neural network [34]. It is a dense network of many
neurons (operation units) connected to each other that can be simply divided into an
input layer, hidden layer, and output layer. The purpose of the neural network is to
find the appropriate weights and biases to minimize the value of the loss function.
It is robust against irrelevant noise, but its performance is sensitive to the chosen
hyperparameter values [29].
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3.3. Performance Evaluation

This study uses RMSE, JND, absolute error, and R2 of the dataset original label values
and model prediction values to evaluate model performance. They are respectively defined
using the following equations:

RMSE =

√
1
N ∑(y′ i − yi)

2 (2)

JND =
y′ i − yi

I
(3)

Absolute error = y′ i − yi (4)

R2 = 1− ∑(yi − y′ i)
2

∑(yi − y)2 (5)

where N is the number of samples, yi is real value, y′ i is predicted values, I is the JND
limen, and y is the mean of real values.

Regarding JND, the thresholds of different acoustic indicators are listed in Table 1.
The closer its value is to 0, the better the predictive ability. Since SPL difference has no
reference to the JND limen, absolute error is used for SPL difference.

3.4. Dataset for Machine Learning

The dataset of this study is composed of 38 columns and 7200 rows (a total of 7200 data
points, each with 38 parameters), and the total matrix has 273,600 units. The histogram of
the target values (acoustic indicators) and its distribution curve are shown in Figure 12. The
blue curve represents kernel density estimation (KDE), the probability density function that
represents the probability of the data appearing at this value. The black curve represents the
normal distribution curve. Furthermore, the distribution of features is shown in Figure 13.
A list of all targets and features was listed in Table A1.
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4. Results and Discussions
4.1. Compatibility of the Field Measurement and Simulations

The field measurement was carried out from 12 to 14 August 2020. By changing
the ceiling materials of different areas and locations, a total of 15 different sets of field
measurements were conducted. The 15 sets can be divided into the original situation of
the space, the change of ceiling material by 1/3 area and 1/8 area. Under the same area,
7 different placement methods were measured (placed in the middle/placed forward and
backward in the short direction/placed forward and backward in the long direction/striped
arrangement in the short and long direction).

Expanded metal mesh with a folding structure was used for the ceiling sound-absorbing
material, and the unit size was 60 cm × 60 cm × 3 cm [35]. The sound absorption coefficient
was tested in the reverberation room of the architecture acoustics laboratory at NCKU.

The 3D model used in the simulation is shown in Figure 14. The calculation parameters
were set pursuant to the calculation time and equipment. The impulse response length
was 4000 ms, and the number of late rays was 16,000. The sound absorption coefficients
and scattering coefficients of materials were set according to the literature values, and
adjustments were made using the optimization tool. The material settings are shown in
Table 7.
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Table 7. Absorption coefficient settings in simulation.

Material
Absorption Coefficient, Frequency Bands (Hz)

63.5 125 250 500 1000 2000 4000 8000

Floor 0.022
(+0.002) 1

0.017
(−0.003)

0.024
(−0.006)

0.036
(+0.006)

0.036
(+0.006)

0.024
(−0.006)

0.016
(−0.004)

0.016
(−0.004)

Concrete wall 0.010
(0.000)

0.011
(+0.001)

0.008
(−0.002)

0.012
(+0.002)

0.016
(−0.004)

0.016
(−0.004)

0.016
(−0.004)

0.016
(−0.004)

Curtain 0.058
(−0.012)

0.082
(+0.012)

0.248
(−0.062)

0.583
(−0.037)

0.702
(−0.048)

0.640
(−0.060)

0.520
(−0.080)

0.520
(−0.080)

Window 0.216
(+0.036)

0.215
(+0.035)

0.048
(−0.012)

0.032
(−0.008)

0.026
(−0.004)

0.016
(−0.004)

0.016
(−0.004)

0.016
(−0.004)

Door 0.305
(+0.025)

0.234
(−0.046)

0.176
(−0.044)

0.136
(−0.034)

0.073
(−0.017)

0.081
(−0.019)

0.088
(−0.022)

0.088
(−0.022)

Mineral fiber ceiling 0.334
(−0.066)

0.338
(−0.062)

0.328
(−0.082)

0.499
(−0.001)

0.632
(+0.092)

0.583
(−0.067)

0.604
(−0.066)

0.604
(−0.066)

Expanded metal mesh
with folding structure 0.680 0.680 0.790 0.660 0.800 0.870 0.840 0.840

1 Within parentheses is the difference between the literature and the optimized value.
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The following describes the comparison results of actual field measurement and
simulations (ODEON). The results of each receiver point (Figure 15) demonstrate that the
acoustic indicators were affected by the distance between the source and the receiving point.
C50 was underestimated at the three points closest to the sound source but overestimated
at the last two points. C80 also had an almost similar tendency (except for point P5),
while STI was generally overestimated but still showed differences between the front and
back points.
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The JND of the measured and simulated values of the overall data is shown in
Figure 16, and the RMSE is shown in Table 8. It exhibits good compatibility in reverberation
time and clarity, while the performance of the JND of STI is not very good (JND > 2). Judg-
ing from the trend of measured and simulated values, almost all the data are overestimated
and have a clear relationship. Therefore, we have speculated that the model settings still
have some imperfections, such as ignoring curtains, ceiling fans, lamps, air outlets, etc.
Nevertheless, the results of the two still have a certain compatibility.
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Table 8. The RMSE of each acoustic indicator.

RT at 500 Hz C50 at 500 Hz C80 at 1000 Hz STI

RMSE 0.059 1.356 0.988 0.075

4.2. Construction of the ML Model
4.2.1. Data Observation

The correlation matrix between the numerical target value and the feature is shown
in Figure 17, which was used to observe the degree of correlation between the variables.
Its value was between −1 and 1, and this graph was used to find the variables that had a
greater impact on the target parameters.

Among acoustic indicators, the geometric information of space had a great influence,
but the correlation between the height of the stage and the acoustic indicators was relatively
low. In addition, the equivalent sound absorption area had a low correlation with the
acoustic indicators. However, the correlation matrix has limitations. The correlation
coefficient only considers the linear relationship between the two variables, and a strong
correlation does not necessarily indicate a causal relationship. Furthermore, variables other
than these two that may affect the correlation cannot be presented.

4.2.2. Tuning the Hyperparameters

Each different ML algorithm has two types of model parameters: ordinary parameters
that are automatically optimized during the model training phase, and hyperparameters
that are manually set before training [36]. A hyperparameter is a parameter used to control
the learning process. Different ML algorithms have different hyperparameters, and the
performance of models can be improved by adjusting the hyperparameters. First, we
set the default value of Scikit-learn and then slightly tuned the hyperparameters. After
adjusting the hyperparameters of the model, we evaluated the model’s RMSE and the time
it takes, and selected appropriate values as the final model settings.

Using the GBDT model as an example, we adjusted two hyperparameters: n_estimators
and max_depth to improve performance. Their RMSE and training time are shown in
Figure 18. The line shows RMSE and the brown bar shows the training time. Time is
labeled in the right y-axis.



Appl. Sci. 2021, 11, 5641 16 of 24Appl. Sci. 2021, 11, x FOR PEER REVIEW 16 of 25 
 

 

Figure 17. Correlation matrix of dataset. 

  

Figure 17. Correlation matrix of dataset.

4.2.3. Data Processing for Absorption Coefficients

In this section, we discuss the difference in model performance between the actual
sound absorption coefficient and the leveled sound absorption coefficient, where the
remaining input features and target values are fixed.

The RMSE of the two methods of processing for the reverberation time is shown in
Figure 19, and the RMSE and R2 of each target value (testing set) are shown in Table 9.
It can be seen that the SVM model has an obvious difference in its the prediction. With
regards to reverberation time, C50, C80, and STI, the leveled absorption coefficient obtained
even better results than the actual absorption coefficient.
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Table 9. Model result by data processing for absorption coefficient.

SVM RF GBDT ANN

Actual Level Actual Level Actual Level Actual Level

RMSE

SPL
difference 1.5377 1.6254 0.4082 0.4080 0.3531 0.3558 0.2522 0.2564

RT at
500 Hz 0.1517 0.1368 0.1251 0.1250 0.1131 0.1133 0.1233 0.1239

C50 at
500 Hz 0.9133 0.8994 0.8430 0.8428 0.4562 0.4551 0.3522 0.3581

C80 at
500 Hz 0.7812 0.7470 0.7673 0.7673 0.4358 0.4331 0.3244 0.3229

C80 at
1000 Hz 0.8735 0.7787 0.7511 0.7552 0.4755 0.4737 0.3518 0.3556

STI 0.0641 0.0630 0.0199 0.0199 0.0110 0.0110 0.0091 0.0089
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Table 9. Cont.

SVM RF GBDT ANN

Actual Level Actual Level Actual Level Actual Level

R2

SPL
difference 0.4511 0.3937 0.9612 0.9612 0.9708 0.9703 0.9852 0.9848

RT at
500 Hz 0.9859 0.9890 0.9906 0.9906 0.9920 0.9920 0.9905 0.9904

C50 at
500 Hz 0.9262 0.9281 0.9382 0.9382 0.9818 0.9819 0.9890 0.9888

C80 at
500 Hz 0.9531 0.9571 0.9553 0.9553 0.9856 0.9858 0.9920 0.9921

C80 at
1000 Hz 0.9378 0.9503 0.9541 0.9536 0.9816 0.9817 0.9899 0.9897

STI 0.6486 0.7138 0.9575 0.9575 0.9872 0.9872 0.9912 0.9848

The other models had little difference in their processing results, which means that
grading the sound absorption coefficient would not cause too much loss of data and
information within the scope of this study. In practical applications, the leveled processing
method would be more flexible and convenient, so subsequent research ought to focus on
the leveled sound absorption coefficient.

4.3. Machine Learning Model Results
4.3.1. Model Settings and Performance

The final settings of the hyperparameters are shown in Table 10, and the hyperpa-
rameters not mentioned are set to default values. For the same acoustic indicator, the JND
of the testing set data of the different models is shown in Figure 20. The red dashed line
represents the position of JND ± 2 and 0.

Table 10. Hyperparameter settings of machine learning models.

Hyperparameter

SVM C = 1000
gamma = 0.01

RF n_estimators = 100
min_samples_leaf = 3

GBDT n_estimators = 500
max_depth = 5

ANN
Neurons = [400, 400, 400]

Optimizer (lr) = Adam (0.0005)
Batch size = 60

In general, most of the data could reach the range of JND ± 2 that we set for this study,
and for C50, C80, and STI, almost all data could reach within JND ± 1, which indicates
excellent predictive ability. GBDT and ANN are clearly more applicable than SVM and
RF, and different algorithm models are applicable to different acoustic indicators. GBDT
performed best in terms of RT, while ANN performed best for the remaining targets.
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4.3.2. Comparison with Traditional Estimation Formulas

For the prediction of reverberation time, we used three estimation formulas (Sabin’s,
Eyring’s, and Arau-Puchades’s method) to compare with the ML model. For the 800 spaces
generated in this study, the reverberation time obtained by Odeon simulation was taken as
the x-axis, the scatter plot is shown in Figure 21, and the RMSE is shown in Table 11. The
figure clearly shows that the predictive ability of the three traditional formulas is poor, and
reverberation time would be underestimated in most spaces. In contrast, the GBDT model
constructed in this study has quite a high accuracy.
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Table 11. The RMSE of reverberation time for 800 spaces.

Sabin’s
Equation

Eyring’s
Equation

Arau-Puchades’s
Equation

GBDT
Model

RMSE 0.739 0.913 0.775 0.022

Comparing the JND distributions (Figure 22), we found that the predictive ability of
the ML model is much higher than that of the traditional formula. The data of the GBDT
model concentrate near 0, and in almost all the data, JND falls within the range of ±1.
However, the JND of the traditional estimation formula is approximately in the range of
±15, and most of the data tends to be negative, suggesting that the RT of the traditional
estimation formula is likely to be underestimated within the scope of this study.
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5. Conclusions

In this study, we focused on the current deficiencies or complicated and time-consuming
processes of the current prediction of indoor acoustic indicators and constructed an inno-
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vative prediction model. It is quick and simple and does not require 3D modeling. In the
practical applications of architectural design, it could more effectively and conveniently
evaluate the relevant acoustic indicators and also has a certain degree of accuracy. After
discussion and analysis, the conclusions of this study are summarized as follows:

• Data processing of sound absorption coefficients In terms of the performance of the
model, with the exception of SVM, the differences in the results of the actual and
leveled sound absorption coefficients are quite small. Substituting the leveled sound
absorption coefficient for the actual sound absorption coefficient is a feasible, flexible,
and convenient option.

• Correlation analysis and feature selection of ML In this study, spatial geometric prop-
erties are highly correlated with acoustic indicators. Surprisingly, the correlation
between the equivalent sound absorption area and acoustic indicators is low. How-
ever, in the ML model, deleting the less relevant parameters does not have good
performance. In ML, various parameters may interact with each other and then affect
the final prediction. Therefore, when adjusting the input features of the model, more
detailed comparisons and judgments are required. In addition, the input combina-
tion of features can also be explored through methods such as sequential feature
algorithms, which are used for dimensionality reduction.

• Results of the machine learning predictive models Except for the reverberation time,
the ANN model exhibited the best performance. The absolute error of the SPL distribu-
tion difference fell mostly within ±0.5 dB, while the JND of C50, C80, and STI were
all within ±1. In terms of the reverberation time, the GBDT model performed the
best. It is also comparable to the traditional estimation formula commonly used in the
past. We found that the predictive ability of the GBDT model is much higher than the
traditional formula, is convenient in practical applications, and can be quickly and
effectively evaluated in the architectural design stage.

The main research object of this study was a multi-functional activity center with a
fixed space. All the training data were generated by acoustic simulation software. The
premise of the model in this study is a fixed spatial form, and the variation of material
placement is limited to 6 types. Therefore, the space or material placement that falls outside
of the conditions of this study set is not suitable for the prediction model proposed in this
study. In addition, the applicability of space area not in the dataset of this study needs
more discussion and research.

Regarding the actual field measurement, although this study carried out a compatibil-
ity comparison, its accuracy requires further discussion and research. The applicability of
the model would become more credible if it could be trained with actual field measurement
data. However, considering that collecting acoustic measurement data is often difficult and
expensive, obtaining a large amount of real data is not necessarily feasible. It is suggested
that follow-up research may try to use the transfer learning method of ML, which often
uses simulated data to train the model, and then use a small amount of real-field data to
adjust the model.

Furthermore, more diversified data can be added, such as that generated by consider-
ing different spaces and indoor decoration forms, creating a more general space description
method, and increasing the selection of materials to develop a more widely applicable ML
prediction model. The furniture placed or occupied in the space is also a factor that affects
the room’s acoustic indicators. How to add these variables and convert them into a method
that can be input into the ML model is also worthy of subsequent research.
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Appendix A

Table A1. List of targets and features.

Description Code Range Unit

Acoustic
indicator

RT at 500 Hz T30_at_500 0.68–9.62 s

Logarithmic value of RT at 500 Hz T30_at_500_log −0.39–2.26 -

C50 at 500 Hz C50_at_500 −13.3–9 dB

C80 at 500 Hz C80_at_500 −10.6–12.3 dB

C80 at 1000 Hz C80_at_1000 −9.1–11.8 dB

STI STI 0.21–0.75 -

SPL difference SPL_differ −4.6–6.2 dB

Geometry
information

Receiver point position 1, 2, 3, . . . , 9 -

Width of the space x 12.4–33.5 m

Length of the space y 9.9–73.7 m

Height of the space z 4–14.8 m

Area of the space area 122.76–2468.95 m2

Volume of the space volume 584.88–39,310.04 m3

Stage depth stage_depth 3–9.9 m

Stage height from the floor stage_floor 0–1.5 m

Stage height stage_height 3.4–12.8 m

Stage width stage_width 7.3–30.1 m

Sound
absorption
coefficient

Sound absorption coefficient of ceiling material A ceil_a 0.01–1.00 -

Sound absorption coefficient of ceiling material B ceil_o 0.01–1.00 -

Sound absorption coefficient of wall material A wall_a 0.01–1.00 -

Sound absorption coefficient of wall material B wall_o 0.01–1.00 -

Placement
of ceiling

Placement type of ceiling ceiling_type 0, 1, 2, 3, 4, 5 -

Area occupied by material A of ceiling ceiling_a_area 0–2075.7 m2

Area occupied by material B of ceiling ceiling_o_area 0–2067.724 m2

The distance of material B from the stage ceiling_moving 0–30.787 m

Strip number of material B ceiling_num 1–10 -

Placement
of wall

Placement type of wall wall_type 0, 1, 2, 3, 4, 5 -

Area occupied by material A of back wall backwall_a_area 0–484.43 m2

Area occupied by material B of back wall backwall_o_area 0–478.28 m2

Area occupied by material A of side wall sidewall_a_area 0–922.45 m2

Area occupied by material B of side wall sidewall_o_area 0–910.46 m2

The distance of back wall material B from the edge backwall_moving 0–14.60 m

The distance of side wall material B from the stage sidewall_moving 0–25.22 m

Strip number of material B wall_num 1–10 -
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Table A1. Cont.

Description Code Range Unit

Equivalent sound
absorption area

Equivalent sound absorption area of ceiling
material A ceiling_a_eq 0–1668.033 m2

Equivalent sound absorption area of ceiling
material B ceiling_o_eq 0–2026.369 m2

Equivalent sound absorption area of wall
material A wall_a_eq 0–2140.538 m2

Equivalent sound absorption area of wall
material B wall_o_eq 0–2164.371 m2
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