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Abstract: This work is devoted to preliminary numerical tests of selected control strategies of
underwater vehicles in the absence of a force applied to the side. The aim was to test the
effectiveness of control algorithms for underwater vehicle models considered to be underactuated.
Initially, the testing algorithm is used to obtain some information about the dynamics model.
Several well-known control schemes for two underwater vehicles for two desired trajectories
were selected and tested. The simulations made for the planar 3-DOF model of two underwater
vehicles show the performance that can be achieved with each control algorithm according to the
assumptions made.
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1. Introduction

The control of autonomous underwater vehicles (AUVs) is a complex problem mainly due to
the nonlinear dynamics, uncertainty in model parameters, and external disturbances. The AUVs are
applied to inspections, surveillance, maintenance, and security within the maritime industry. Due to
the availability of forcing signals, these vehicles can be divided into fully actuated and underactuated.

In this work, the problem of the application of known methods of trajectory tracking for
underactuated underwater vehicles which move in the horizontal plane is considered. There exist
many control schemes that have been applied to this class of vehicles. Various types of control strategies
which are suitable for underactuated vehicles may be recalled here.

One method is the Lapunov-based approach which has proven to be useful for the trajectory
tracking of marine vehicles [1–3] or hovercrafts [4]. A lot of work has been done to solve the problem
of trajectory tracking for underactuated AUVs, namely using the backstepping method [5–8] or
backstepping and Lyapunov’s direct methods [9]. The backstepping techniques were employed
to realize the trajectory tracking of underactuated ASVs many times. In the traditional approach,
however, a serious disadvantage is the computational complexity. Despite this difficulty, this type of
technique can be found in [10]. Combinations of this approach with other methods are also available,
e.g., in [11] (backstepping and sliding mode control (SMC) method), [12] (averaging and backstepping),
ref. [13] (backstepping and integral SMC). Another approach is the output-feedback [14,15], sometimes
together with backstepping [14]. Sliding mode control (SMC) is also an effective nonlinear control
technique which is characterized by low sensitivity to systematic uncertainty and good disturbances
rejection. There are various kinds of this strategy [16,17]. However, some authors suggest modifications
of the SMC method to achieve greater precision in tracking trajectories or other benefits [18,19].
Sometimes the terminal sliding mode control (TSMC) method is considered better than the conventional
sliding mode control technique (taking into account the finite-time convergence and high steady state
tracking precision) and is proposed, e.g., in [18]. The proportional-integral-derivative sliding mode
control (PID-SMC) [19] guarantees global convergence and boundedness of all tracking errors in the
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finite time. Quite different groups of methods but with significant application are strategies based
on neural network (NN) learning, e.g., in [20–24]. These methods also include a controller that is a
combination of different algorithms, e.g., [23,25] (NN,SMC). Fuzzy logic approach, due to its simple
control structure, easy, and cost-effective design, is also employed to the application of underactuated
AUVs control. The following works may be mentioned here [26,27]. A review of applications is
given in [28]. Another strategy consists of a combination of artificial intelligence, learning with
other techniques as it was shown in [29]. Less often, however, other trajectory tracking methods are
used as, e.g., prescribed performance [30,31], model predictive control (MPC) [32,33], input-output
linearization [34], linear algebra approach [35], and modified dynamic inversion [36]. Valuable works
comparing known control algorithms can be found in the literature, e.g., [37]. Since such works have a
defined goal, consequently also the research has a limited scope. Of course, for the purposes of initial
design verification, known algorithms dedicated to horizontally moving vehicle’s underwater vehicle
control can be applied.

The aim of the work was to show some preliminary numerical tests of selected known control
algorithms that perform the task of tracking two set trajectory types for arbitrarily adopted two
underactuated underwater vehicle models. This test is based on the assumption that the selection of
controller parameters should be intuitive (manual or otherwise by trial and error) to avoid the use of
additional methods. That is why only such algorithms were chosen for which the intuitive selection
of parameters in the source work turned out to be sufficient and there was no mention of the use of
an additional selection method or an optimization method. Moreover, a concept of a testing algorithm
which gives an insight into the vehicle dynamics is considered. In the limited research, it is interesting
to find a potential application of some selected control algorithms suitable for trajectory tracking of
underactuated underwater vehicles moving horizontally. Inspiration for considering such a problem is
the emerging need to use an appropriate control algorithm that guarantees acceptable tracking results
for a desired trajectory. When the model of the underwater vehicle is known and our task is to use the
controller to track the desired trajectory one can do two ways: develop our own control scheme or
adapt one or more of the control algorithms known from the literature. This work is devoted to this
second issue only. For this purpose, a comparison among the control algorithms developed in [4,17,18],
and [11] is shown. The first strategy [4] serves for control of an underactuated hovercraft and it is
here used as tester for further investigation. The others are intended originally for control of marine
vehicles. All algorithms are applied to the control of two selected vehicles treated as underactuated.
The other three strategies, i.e., considered in [11,17,18], are various kinds of the sliding mode control.

The proposed approach is particularly important before undertaking research on the usefulness
of control algorithms already at the simulation verification stage. At this stage, it is necessary to decide
whether it is worth carrying out an experiment on a real object using the selected controller.

The originality of the proposed work can be stated as follows:

(i) the use of a simple test of algorithms which give an insight into the dynamics of the vehicle and
control performance;

(ii) to verify in simulation the selected control algorithms appropriate for underactuated underwater
vehicles in which gain coefficients are chosen without any additional optimization methods and
to show their performance;

(iii) to compare the simulation results obtained for the linear and sine trajectory and for two models
of the vehicle.

This work is organized in the following way. In Section 2, the equations of motion used here
are given. In Section 3, the selected tracking control algorithms are described shortly. In Section 4,
simulations are presented for two different underwater vehicles to demonstrate the effectiveness of
each control scheme. Finally, conclusions are made in Section 5.
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2. Underwater Vehicle Equations of Motion

The vehicles selected for testing are known from the literature. The vehicle ROPOS, e.g., was
described in [38] and Kambara in [14,39]. In this work, the horizontal motion is taken into account and
the models are assumed as describing the underactuated vehicles.

The underwater vehicle model moving in the horizontal plane is given in Figure 1.
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Figure 1. Underwater vehicle model sketch.

Two types of equations of motion are considered because the first describes a marine vehicle
and the second relates to a hovercraft or rudder equipped underwater vehicle. The main goal was
to choose from among several control algorithms those that are effective for trajectory tracking.
Moreover, there are only preliminary investigations of the selected algorithms. Therefore, it was
assumed that the friction forces are omitted which leads to simplification of the vehicle model. For the
same reason, the research concerns only a few selected algorithms.

2.1. Model of the 3-DOF Vehicle

The full model of the vehicles considered in this work can be found in [38] (for ROPOS)
and in [14,39] (for Kambara). The reduced equations of motion (in the horizontal plane) for an
underactuated vehicle used, e.g., in [6,11,36], can be written as follows:

ẋ = u cos ψ− v sin ψ, (1)

ẏ = u sin ψ + v cos ψ, (2)

ψ̇ = r, (3)

u̇ =
m2

m1
vr− d11

m1
u +

τu

m1
, (4)

v̇ = −m1

m2
ur− d22

m2
v, (5)

ṙ =
m1 −m2

m3
uv− d33

m3
r +

τr

m3
, (6)

where τu, τr are the surge force and the yaw torque, respectively. Moreover, u, v, r mean the vehicle
velocities, and x, y, φ the vehicle position in the inertial frame. The other symbols denote m1 = m− Xu̇,
m2 = m − Yv̇, and m3 = J − Nṙ (the mass and the appropriate added mass). In Equations (4)–(6),
u, v are linear velocities, r is angular velocity, m is the mass, J is the inertia, d11 = Xu, d22 = Yv,
d33 = Nr, are the drag coefficients (with sign + [11] or − [17,18]). The quadratic drags are omitted
to enable the comparison of algorithms under the same conditions. The disturbances are not taken
into account because of the assumption that it is an the preliminary investigation of algorithms.
The equations of motion are assumed in the form which enables comparison of the selected controllers.
However, in the second part of this work, the disturbances are taken into account but only for control
schemes which gave acceptable results in the first part of the test.
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2.2. Testing Model

For the dynamic testing, a different model is considered, namely one that is suitable for
a hovercraft [4]. As a result that an underactuated underwater vehicle is investigated, the modified
equations replacing (4)–(6) are taken into account:

u̇ = vr−m−1d11u + m−1bTT cos ψ, (7)

v̇ = −ur−m−1d22v + m−1bTT sin ψ, (8)

ṙ = −J−1d33r + J−1abTT sin ψ, (9)

where bT is input scaling coefficient, T is the thrust force, a is the length of the arm from center
of mass to the rudder surface, and J is the hovercraft inertia. Several issues must be clarified.
Since the mass m = m1 = m2 (for hovercraft), then the average value is taken into consideration.
Equations (7)–(9) cannot be derived from (4)–(6) because they describe a vehicle of a different
design, namely one equipped with a rudder. After modification (neglecting friction), (7)–(9) have
slightly different form than in reference [4]. Note also that the forces and the torque are defined
differently. Moreover, the equations arise from the design in which both the thrust and the rudder are
present. These simplifications are accepted for preliminary test only when it is important to know
the movement of the vehicle which is related to its dynamics together with the control algorithm.
Some underwater vehicles are equipped with a rudder, e.g., LAUV considered in [34] which suggests
that the above-mentioned algorithm may be qualified for the test.

3. Short Description of Selected Algorithms

As a result that the mathematical model of the vehicle is already known, one can attempt to
implement the control task for underwater vehicles moving horizontally.

3.1. Various Approaches to Trajectory Tracking

In order to compare usefulness of various control strategies, it is necessary, at the beginning,
to mention different approaches to trajectory tracking problem for underwater vehicles. Due to the fact
that some methods cannot be clearly classified into one group and also due to the popularity of some
methods of trajectory tracking, the division into groups of methods given below is rather a suggestion.

1. Lyapunov theory-based methods [1–4].
2. Backstepping (including SMC, output feedback control, Lyapunov method, and others) [5–14,40].
3. Sliding mode control (SMC)-based approaches [16–19].
4. Neural network-based control algorithms and its combination [20–25,41].
5. Fuzzy control-based methods [26,27].
6. Other solutions, e.g., prescribed performance [30,31], input-output linearization [34], linear algebra

approach [35], modified dynamic inversion [36], and model predictive control (MPC) [32,33,42].

The methods of the first group are well-known but often they are used together with
the backstepping techniques to obtain better mathematical results or controller performance.
The disadvantage of this type of method, however, is very accurate knowledge of the dynamic
parameters of the vehicle are needed, which is usually difficult to obtain. The second group,
namely approaches using backstepping, lead to reliable and effective controllers and they are easy to
understand and implement. Many algorithms need output errors to satisfy constraint requirements to
avoid singularity. Additionally, the traditional backstepping method caused complexity. Combinations
of this method and other approaches are used to reduce the disadvantages of the control strategy.
The third group, i.e., schemes based on SMC, is effective for the AUV trajectory tracking controllers.
These techniques offer low sensitivity to uncertainty and good disturbance rejection. The methods have
difficulties in solving the chattering associated with SMC. Neural networks control (the fourth group),
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especially adaptive, is one of the tools for improving the tracking performance of AUVs. However,
the control schemes are often combined with other types of methods based on a different mathematical
approaches, which is a considerable difficulty. In addition, learning of the neural networks is time
consuming because the approach heavily depends on the NN nodes. Fuzzy control (the fifth group) is
another effective solution to deal with uncertainties. It has been employed many times for application
of control in robotics due to its simple structure and because of the easy implementation. Controllers
designed for fuzzy systems depend strongly on the number of the fuzzy rule bases, resulting in
computational effort. In spite of that, NN or fuzzy-based approaches are very useful for the control of
nonlinear dynamics. The methods collected in the sixth group are less popular although they also lead
to effective solutions for the trajectory tracking.

3.2. Selected Trajectory Tracking Methods

Since there are many strategies for controlling underactuated underwater vehicles that move
horizontally, some selection had to be made based on assumptions.

Assumptions for control schemes selection and test conditions. The method of choosing a control
scheme for preliminary tests (1.)–(3.) and the test conditions (4.)–(6.) is as follows:

1. the controller is related to the vehicle mathematical model taken into consideration, i.e., (1)–(6)
whereas the testing algorithm refers to the dynamic model (7)–(9);

2. the controller was verified at least on simulation using the vehicle parameters given in the
original work;

3. the control algorithm provides complete information necessary for simulation verification;
4. in this preliminary test, the linear and sine desired trajectories and vehicles ROPOS and Kambara

are used only;
5. the disturbances and other inaccuracies are not taken into consideration in the first test, but in the

additional test (done only for algorithms which gave acceptable results in the first part of the test)
the disturbances occur;

6. only a simple method for selecting control gains is allowed, i.e., the trial and error method; the use
of additional searching algorithms is unacceptable.

Comment. The above assumptions were based on the rule that if simulation studies of an
algorithm do not produce acceptable results, they also do not guarantee their practical application.
On the other hand, selecting the control algorithms for the test was guided by the fact that the source
work shows that no additional methods of optimal selection of gain coefficients are necessary, even in
the case when these parameters are numerous.

Taking into account the above assumptions and remarks, five algorithms were chosen for the test.
In this preliminary study, neural networks, fuzzy control methods were omitted due to the need to use
different mathematical approaches. Similarly the more complex strategy described in [29] (despite the
significant advantages) has not been investigated.

From a practical point of view, it would be better to examine the usefulness of more control
algorithms. However, only five were used for the preliminary tests to show their performance for
selected vehicles with different dynamics. The first controller is suitable for a hovercraft and it serves
as a tester of each vehicle’s dynamics. Here, it is applied to investigate dynamics of the vehicle,
e.g., possibility of control, necessary control inputs (limitation of the force and torque), body velocities.
It belongs to the Lyapunov-based methods which are easy for interpretation. The second algorithm is a
combination of backstepping and SMC. Therefore, it reflects the benefits of both methods. The third one
represents the SMC approach which has repeatedly proved effective in controlling vehicles. The fourth
and the fifth selected control schemes belong to the TSMC which is considered an efficient tool for
trajectory tracking. Selection of control algorithms was guided by the compliance of the dynamic model
given in the source literature with the model adopted in this work. After the initial test, the strategy
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described in [4] proved promising to achieve this goal. Other selected control strategies fulfill the
assumptions made above.
Controller 1 (Lyapunov method-based controller—Lyapunov MBC) comes from [4]. The control
purpose is to have a fixed point in the body frame δ ∈ R2 which does not necessarily have to be the
center of mass, to track a desired trajectory pd. If the disturbances are not taken into account, then the
control action can be given, for the dynamic Equations (7)–(9), as follows:

FT = −B−1
(

F(m, d11, d22, d33, u, v, r, R, p̈d, δx, J) + RT(k1z1 + k2z2)

)
, (10)

where:

FT = [T cos ψ, T sin ψ]T , z1 = p− pd + Rδ, z2 = ż1 = Rv− ṗd + RSδr, (11)

B = bT

[
m−1 0

0 m−1 − J−1δxa

]
, R =

[
cos ψ − sin ψ

sin ψ cos ψ

]
, S =

[
0 −1
1 0

]
, δ =

[
δx

0

]
, (12)

and v = [u v]T is the linear velocity vector, e1 = [1 0]T whereas e2 = [0 1]T are the unit vectors.
Additionally, the assumption that aδx 6= m−1 J is made. The control gains are k1, k2. It can be noted
that the gains are very important for the quality of control although the change δx allows correction of
the input signals. Concluding, the method seems simple and selection of control gains almost obvious.
The strategy was applied to a hovercraft both in simulation and in experiment.

Comment. The controller has been used originally for an underactuated hovercraft which is
equipped with the rudder. In this work, the algorithm serves as a tester for obtaining information
about the dynamics of the vehicle and to show that under the assumed conditions the trajectory
tracking task can be realized correctly. The angle changes are not taken into consideration if the vehicle
moves. The information from the test includes the applied forces in both directions, the body velocities,
and the errors convergence. The vector function F contains elements of the dynamic model of the
vehicle. As it can be seen from (10) and (11), not only the position z1 and velocity errors z2 depend on
the gains but also on other terms. For this reason the end values of the errors may be not equal to zero.
In spite of that the error convergence should be guaranteed.
Controller 2 (SMC and backstepping) was proposed in [11]. The strategy in which the time-varying
disturbances were present was applied to an underactuated underwater vehicle. In the proposed
preliminary tests the disturbances are not taken into consideration. According to the original approach,
the time derivatives of control signals are given as follows:

τ̇u = −c1(F̂1 + τu)− ( ˙̂F1 + ẋe + m1ue)− ks1sgn(S1)− ws1S1, (13)

τ̇r = −c2(F̂3 + τr)− ( ˙̂F3 + m3re + m3Q̇2)− ks2sgn(S2)− ws2S2, (14)

where:

˙̂F1 = ue + c1S1, ˙̂F2 = αve, ˙̂F3 = re + c2S2, (15)

S1 = c1ue + m−1
1 (F̂1 + τu + xe), (16)

S2 = c2re + m−1
3 (F̂3 + τr) + Q2. (17)

The adaptive laws ˙̂F1, ˙̂F2, ˙̂F3 are the time derivative of approximate value of the terms F̂1, F̂2, F̂3

whereas S1, S2 mean the sliding manifolds. The uncertain terms which are approximated are
expressed by: F1 = m2vr − d11u − m1u̇d, F2 = −m1ur − d22v, F3 = (m1 − m2)uv − d33r − m3ṙd.
Moreover, the other symbols mean: ue = u − ud, αve = αv − αvd, ud = vp cos ψe − k1xe/E,

αvd = −v− k2ye/E, E =
√

1 + x2
e + y2

e , vp =
√

x2
d + y2

d, αv = vp sin ψe, Q2 = (m2/m3) αvevp cos ψe,

Q̇2 = (m2/m3)[α̇vevp cos ψe + αvev̇p cos ψe − αvevp sin(r − ψ̇d)], and re = r − rd. The function
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rd = f (ψ̇d, v̇p, ψe, F̂2, m2, k2, E, xe, ye, ẋe, ẏe, k3αve) depends on many factors. The position and the
attitude errors, and their time derivatives are defined as:

xe = (x− xd) cos ψ + (y− yd) sin ψ, ye = −(x− xd) sin ψ + (y− yd) cos ψ, ψe = ψ− ψd, (18)

ẋe = ue − k1xe/E + rye, ẏe = αve − k2ye/E− rxe, (19)

where ψd = arctan(ẏd/ẋd). The subscript d denotes the desired value of each quantity. The control
gains are: k1, k2, k3, c1, c2, ks1, ks2, ws1, ws2.

Comment. The method is a combination of backstepping and the SMC. It can easily be seen that
the equations defining the signals τ̇u and τ̇r depend on many factors. In order to obtain the input
force τu and the torque τr their time derivatives must be integrated. Moreover, some control gains are
present in various formulas. Therefore, it is difficult to say how they affect the control quality and the
tracking errors. The authors of [11] suggested the trial and error approach. Despite the difficulties,
studies were carried out for various scenarios, obtaining satisfactory results for the task of the desired
trajectory tracking. For this reason, this method seems to be promising for this test.
Controller 3 (SMC) developed in [17] is suitable for underactuated underwater vehicles moving
horizontally. The input signals are described by the following equations:

τu = −duu−m2vr + m1
(
u̇d − λ1eu − k1S1 −W1sgn(S1)

)
, (20)

τr = −drr− (m1 −m2)uv

+b−1(−m−1
2 (dvv̇−m1u̇r) + Γ− λ3 ėv − λ2ev − k2S2 −W2sgn(S2)

)
. (21)

In the above equations, the quantities mean eu = u − ud and ev = v − vd where the desired
velocities ud, vd are defined as:[

ud
vd

]
=

[
cos ψ sin ψ

− sin ψ cos ψ

]  ẋd + lx tanh
(
− kx

lx
xe

)
ẏd + ly tanh

(
− ky

ly
ye

)  . (22)

The position errors are xe = x− xd, ye = y− yd (xd, yd define the desired position) while other
symbols mean:

b = m−1
3 (−m1

m2
u + ud), (23)

Γ = −...
x d sin ψ +

...
y d cos ψ− ẍdr cos ψ + ÿdr sin ψ− udr

+Υ1r cos ψ + Υ2r sin ψ + Υ̇1 sin ψ− Υ̇2 cos ψ, (24)

Υ1 = kx ẋesech2
(
− kx

lx
xe

)
, Υ2 = kyẏesech2

(
−

ky

ly
ye

)
, (25)

S1 = eu + λ1

∫ t

0
eu(τ)dτ, S2 = ėv + λ3ev + λ2

∫ t

0
ev(τ)dτ. (26)

The sliding surfaces are defined as S1 and S2. The following parameters of the control algorithm
must be found: lx, ly, kx, ky, λ1, λ2, λ3, k1, k2, W1, W2.

Comment. This method is a variation of the sliding mode control. The role of gains k1, k2, W1,
W2 is obvious due to their place of occurrence. Although the meaning of the parameters lx, ly, and the
gains kx, ky has been clarified in [17], their choice is neither easy nor evident. It is because they are
present in (22), in the term Γ (24), and also in the sliding surfaces S1, S2 (26). The parameters λ1, λ2,
λ3 affect not only S1, S2 but also eu (20) and ev ėv (21). Hence, their selection may prove to be difficult.
Despite the difficulties noted here, the controller was successfully validated in simulation for various
trajectories but for one model of an underwater vehicle only. The algorithm is robust if the bounded
disturbances occur, therefore, it should be more useful in the absence of such disturbances as in the
test proposed in this work.
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Controller 4 (TSMC) was introduced in [18]. This control scheme can be applied for the lateral motion
of underactuated underwater vehicles. It belongs to the class called terminal sliding mode controllers
(TSMC). The surge and yaw control laws are given in the following form:

τu = −duu−m2vr + m1

(
u̇d − β1

q1

p1
eu(ẽu)

q1
p1
−1 −W1sgn(S1)

)
, (27)

τr = −drr− (m1 −m2)uv

+
m3

(−m1
m2

u + ud)

(
m−1

2 (−dr v̇ + m1u̇r) + Γ− β2
q2

p2
ėv(ev)

q2
p2
−1 −W2sgn(S2)

)
. (28)

The quantity Γ is defined in (24), the expressions Υ1, Υ2 in (25), and the desired velocities ud,
vd in (22). The sliding surfaces are described as follows:

S1 = eu + β1(ẽu)
q1/p1 , S2 = ėv + β2(ev)

q2/p2 . (29)

Moreover, the used quantities mean: xe = x− xd, ye = y− yd are the position errors, eu = u− ud,
ev = v− vd are the velocity errors, and ẽu is the velocity error integral. In [18] the authors proposed
to replace sgn(S) by a saturation function sat(S) to avoid chattering. The symbols β1, β2 mean
some positive constants whereas q1/p1, q2/p2 are positive odd integers. The design parameters are:
lx, ly, kx, ky, β1, β2, q1/p1, q2/p2, W1, W2.

Comment. The controller may seem similar to SMC, but this similarity is apparent because of
the completely different concept of the sliding surfaces. Some difficulties may concern the choice of
parameters lx, ly, kx, ky. Despite this, the selection of gains β1, β2, W1, and W2 seems more obvious.
It can also be expected that the correct setting of parameters q1/p1 and q2/p2 improves the quality of
the tracking control. The algorithm was verified via simulation on a model of an underwater vehicle
using linear and circular desired trajectories. In [18], the performance of the control method was tested.
The problem of robustness to bounded disturbances defined by various functions was considered
too. Based on satisfactory numerical results delivered in the original paper, it was decided to test this
control algorithm.
Controller 5 (FTSMC) was presented also in [18]. It is designed for underactuated underwater vehicles
to perform the same task as the previous control algorithm. It is called the fast terminal sliding mode
controller (FTSMC) and can be considered as an extension of the TSMC scheme. The surge and yaw
control laws are written as:

τu = −duu−m2vr + m1

(
u̇d − α1eu − β1

q1

p1
eu(ẽu)

q1
p1
−1 −W1sgn(S1)

)
, (30)

τr = −drr− (m1 −m2)uv

+
m3

(−m1
m2

u + ud)

(
m−1

2 (−dr v̇ + m1u̇r) + Γ− α2 ėv − β2
q2

p2
ėv(ev)

q2
p2
−1 −W2sgn(S2)

)
, (31)

where Γ is calculated from (24), Υ1, Υ2 from (25), and ud, vd from (22). The sliding surfaces are assumed
in the following form:

S1 = eu + α1eu + β1(ẽu)
q1/p1 , S2 = ėv + α2ev + β2(ev)

q2/p2 , (32)

where the symbols used mean: the position errors xe = x − xd, ye = y − yd, the velocity errors
eu = u− ud, ev = v− vd, and ẽu is the velocity error integral. The expression sgn(S) may be replaced
by sat(S) to avoid chattering. The symbols α1, α2 mean some positive constants. The design parameters
are: lx, ly, kx, ky, α1, α2, β1, β2, q1/p1, q2/p2, W1, W2.

Comment. The control algorithm is very close to TSMC. However, one component was added
to each input signal. The sliding surfaces are defined slightly different, namely by adding one
component multiplied by α1 and α2, respectively. Selection of the parameters α1 and α2 seems to be
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easy. The control scheme was tested via simulation on the same underwater vehicle as the previous
algorithm. As a result of the satisfactory performance delivered in [18], this controller was selected
for testing.

4. Comparative Simulation Test

Two underwater vehicles were intended for the test, namely ROPOS described in [38] and
Kambara in [14,39]. Their parameters are given in Table 1. In order to make comparison among the
selected algorithms under the same conditions, the quadratic drag coefficients were omitted (because
in some of control schemes they are not taken into consideration). As it was mentioned in the Comment
from Section 3.2, it is not clear how manually parameters of controllers should be chosen and what are
the criteria.

Table 1. Parameters of Kambara and ROPOS autonomous underwater vehicle (AUV).

Kambara ROPOS
Symbol Value Value Unit

L 1.2 1.75 m
b 1.5 2.6 m
m 117 2268 kg
J 13.4 2457 kgm2

Xu̇ −58.4 −4380 kg
Yv̇ −23.8 −9518 kg
Nṙ −2.67 −5000 kgm2

Xu −120 −725 kg/s
Yv −90 −1240 kg/s
Nr −18 −1804 kgm2/(rad s)

4.1. Performance Test Assumptions

The numerical simulations were done in order to show performance of each control algorithm.
For tracking, the following desired trajectory position profiles were assumed for Test 1 (linear):

pd1 =

[
0.5t
0.4t

]
, (33)

and different trajectory profile for Test 2 (sine):

pd2 =

[
0.5t,

4 sin(0.1t)

]
. (34)

Motion of the vehicle in a straight line is substantially different from motion along a sine trajectory.
In preliminary tests, assuming of these two types of trajectory makes sense. However, in more detailed
studies, changes in the shape of the trajectory should be taken into account. All algorithms used for
control were investigated on original vehicle described in the source references. Therefore, it can be
concluded that they are also useful for vehicles with different dynamics.

For underactuated underwater vehicles in the practical engineering, it is also assumed that
the control inputs and velocities are bounded. The problem of taking into account the constraints
of forces and the assumption about the limitation of the input control signals for underactuated
vehicles has been considered in a number of works, e.g., in [20,40–42]. Conditions of the tests
conducted in Matlab/Simulink were as follows: the forces and torques values were limited due
to the vehicle construction and the used thrusters, i.e., |τu| ≤ 160 N, |τr| ≤ 160 Nm for Kambara and
|τu| ≤ 1800 N, |τr| ≤ 1800 Nm for ROPOS. The time of motion for the linear trajectory was assumed
as t = 30 s, whereas for sine trajectory t = 60 s with ∆t = 0.01. The integration method used was
ode 3 Bogacki–Shampine (in spite of that other solvers were also taken into account). The desired
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position trajectory was described by (33) and (34), respectively. The start point was assumed as
p0 = [−0.5 0.5]T m.

4.2. Performance of Controllers for Linear and Sine Trajectory

The software for the Lyapunov MBC coming from [4] was prepared in [43]. In this test, identification
of dynamic parameters and disturbances arising from friction is omitted. This simplification allows for
comparison of results in preliminary studies. Performance of SMC/backstepping [11] was carried out
using software from [44], SMC [17] based on the software from [45], TSMC, and FTSMC developed
in [18] using the software from [46].

Results of simulation tests are presented in Figures 2–11.
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Figure 2. Simulation results for Kambara (Lyapunov method-based controller (MBC))—linear and sine
trajectory. (a,b) Desired and realized trajectory; (c,d) position errors; (e,f) applied forces/torques.
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Figure 3. Simulation results for ROPOS (Lyapunov MBC)—linear and sine trajectory. (a,b) Desired and
realized trajectory; (c,d) position errors; (e,f) applied forces/torques.
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Figure 4. Simulation results for Kambara (SMC/backstepping)—linear and sine trajectory. (a,b) Desired
and realized trajectory; (c,d) position errors; (e,f) applied forces/torques.
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Figure 5. Simulation results for ROPOS (SMC/backstepping)—linear and sine trajectory. (a,b) Desired
and realized trajectory; (c,d) position errors; (e,f) applied forces/torques.
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Figure 6. Simulation results for Kambara (SMC)—linear and sine trajectory. (a,b) Desired and realized
trajectory; (c,d) position errors; (e,f) applied forces/torques.
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Figure 7. Simulation results for ROPOS (sliding mode controller (SMC))—linear and sine trajectory.
(a,b) Desired and realized trajectory; (c,d) position errors; (e,f) applied forces/torques.
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Figure 8. Simulation results for Kambara (terminal sliding mode control (TSMC))—linear and sine
trajectory. (a,b) Desired and realized trajectory; (c,d) position errors; (e,f) applied forces/torques.
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Figure 9. Simulation results for ROPOS (TSMC)—linear and sine trajectory. (a,b) Desired and realized
trajectory; (c,d) position errors; (e,f) applied forces/torques.
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Figure 10. Simulation results for Kambara (fast TSMC (FTSMC))—linear and sine trajectory.
(a,b) Desired and realized trajectory; (c,d) position errors; (e,f) applied forces/torques.
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Figure 11. Simulation results for ROPOS (FTSMC)—linear and sine trajectory. (a,b) Desired and
realized trajectory; (c,d) position errors; (e,f) applied forces/torques.
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For Lyapunov MBC (linear trajectory), the following values of the parameters were assumed:
a = 0.6 m (Kambara) and a = 0.9 m (ROPOS) δx = 0.005 m, bT = 0.5. Originally, the algorithm was
appropriate for a hovercraft, therefore, two underwater vehicles are tested then averaged inertial
parameters have been used, i.e., m = 158.1 kg, J = 16.07 kgm2 (Kambara) and m = 9217 kg,
J = 7457 kgm2 (ROPOS). The controller gains were (K-Kambara, R-ROPOS):

(K) k1 = 3, k2 = 5, (R) k1 = 1.5, k2 = 3.

The parameters estimated during simulations were off.
From Figure 2a, one can see that for Kambara the controller works correctly. This is confirmed

in Figure 2c where both position errors tend to constant values close to zero (note that δx is assumed
arbitrarily). From Figure 2e, it is observed that the forces have maximal or almost maximal values
while the vehicle is in motion. Comparing the above results with the results obtained from ROPOS
(Figure 3), it can be noticed that the tracking task is realized after a longer time than before (after about
20 s) as it is given in Figure 3a,c and the applied forces have maximal values for a very long time
(Figure 3e).

Lyapunov MBC (sine trajectory). The same conditions of simulations, as for the linear trajectory
tracking, were assumed. However, the applied control gains were different, namely:

(K) k1 = 3, k2 = 7, (R) k1 = 2, k2 = 3.

As shown in Figure 2b,d, the trajectory tracking task is realized for Kambara although some
non-zero errors on the y axis are visible. The applied forces change during the motion of the vehicle
(Figure 2f) but they have acceptable even very high values. For ROPOS, a satisfactory trajectory
tracking result can be obtained as it is visible in Figure 3b,d. The position errors are bigger than for
Kambara and they are greater after the vehicle starts. However, the applied forces change when the
vehicle is moving as can be seen in Figure 3f.

It turned out that for SMC/backstepping (linear trajectory), the selection of control coefficients
is very difficult due to the sensitivity of the parameters. After many unsuccessful attempts, it was
decided to choose the following set of control gains:

(K) k1 = 0.65, k2 = 0.50, k3 = 2.0, c1 = 3.1, c2 = 3.1, ks1 = 0.1, ks2 = 0.1, ws1 = 30, ws2 = 30,

(R) k1 = 0.45, k2 = 0.55, k3 = 0.90, c1 = 1.1, c2 = 1.8, ks1 = 0.1, ks2 = 0.1, ws1 = 1.0, ws2 = 1.0.

From Figure 4a,c, it is noticeable that the algorithm is effective for Kambara although with
significant position errors. The steady state is obtained after about 28 s. The force and the torque are
not very great as is presented in Figure 4e.

For ROPOS, much worse results were obtained for position errors, as shown in Figure 5a,c.
The applied force and torque values are still acceptable (Figure 5e) despite the fact that in the first
phase of movement they have maximal limit values. However, it is difficult to deduce whether for the
assumed operating conditions the controller is effective.

SMC/backstepping (sine trajectory). It was noticed that similar problems arise as in the selection
of gains for the linear trajectory. Finally, the following control gains set was assumed:

(K) k1 = 3.0, k2 = 0.2, k3 = 0.8, c1 = 4.0, c2 = 1.0, ks1 = 3.0, ks2 = 3.0, ws1 = 10, ws2 = 10,

(R) k1 = 0.6, k2 = 1.0, k3 = 0.9, c1 = 2.0, c2 = 1.5, ks1 = 0.1, ks2 = 0.1, ws1 = 1.0, ws2 = 1.0.

As can be seen from Figure 4b,d, tracking the sine trajectory for Kambara vehicle is inefficient
despite the convergence of position errors because the errors are not close to zero. Maximum applied
force and torque have acceptable values as shown in Figure 4f.



Appl. Sci. 2020, 10, 8292 16 of 24

Comparing the obtained results for ROPOS, from Figure 5b,d, it is noticeable that the tracking
task is also not realized correctly due to significant position error values. The force and torque change
all the time during movement as it is observed in Figure 5f.

For SMC (linear trajectory), it was impossible to obtain satisfactory results of the tracking trajectory.
The controller’s work is highly sensitive to parameter changes and depends on the integration method.
After a long search for the right set of parameters, the following set of parameters was chosen:

(K) lx = 2.0, ly = 2.0, kx = 2.6, ky = 2.6, λ1 = 2, λ2 = 4, λ3 = 6, k1 = 1.4, k2 = 0.5, w1 = 4, w2 = 20,

(R) lx = 3, ly = 3, kx = 1, ky = 1, λ1 = 6, λ2 = 12, λ3 = 8, k1 = 0.05, k2 = 0.05, w1 = 0.9, w2 = 0.9.

As shown in Figure 6a,c for Kambara, the control task is not realized because of great position
errors and velocities oscillations. Moreover, because of the force and the torque changes (Figure 6e),
the vehicle would be destroyed.

For ROPOS, the tracking task is also not realized as it arises from Figure 7a,c,e.
SMC (sine trajectory). Additionally in this case, problems such as for linear trajectory were

encountered. After many attempts, the selected parameters set was as follows:

(K) lx = 2.0, ly = 2.0, kx = 2.4, ky = 2.4, λ1 = 2, λ2 = 4, λ3 = 6, k1 = 1.4, k2 = 0.5, w1 = 4, w2 = 20,

(R) lx = 1.0, ly = 1.0, kx = 0.8, ky = 0.8, λ1 = 7, λ2 = 10, λ3 = 8, k1 = 0.05, k2 = 0.05,

w1 = 0.9, w2 = 0.9.

Figure 6a,d illustrate that for Kambara, realization of the tracking control task is ineffective.
Figure 6f shows values of the force and the torque. The simulation results indicate that changing these
values will destroy the vehicle and the task will not be completed anyway.

The results obtained for ROPOS were also bad and unacceptable. The position error values were
great (Figure 7b,d) and changes of the force and the torque may also damage the vehicle as it arises
from Figure 7f.

The selection of gains for TSMC (linear trajectory) was easier. It was decided to assume the
following parameters:

(K) lx = 6.0, ly = 3.9, kx = 3.6, ky = 2.6, w1 = 8, w2 = 12, β1 = 0.25, β2 = 2.5, q1 = 1, p1 = 20,

q2 = 5, p2 = 7,

(R) lx = 2.3, ly = 2.3, kx = 0.22, ky = 0.22, w1 = 5, w2 = 5, β1 = 0.5, β2 = 0.5, q1 = 1, p1 = 2,

q2 = 5, p2 = 7.

For Kambara, as it results from Figure 8a,c, the control algorithm works quickly (in about 4 s
the steady-state is achieved but it is not zero, namely −0.1 m). The position error values are small
(which is evident from Figure 8c), the force and the torque (given in Figure 8e) reach their final value
in a short time.

For ROPOS, reaching the steady state requires longer time as it can be seen in Figure 9a,c. Values of
the position errors are close to zero after about 25 s. However, this may be due to the fact that this
vehicle is much heavier than Kambara. The force and the torque values (Figure 9e) are acceptable so
that the controller works well.

TSMC (sine trajectory). For Kambara, the assumed set of parameters was lx = 5.7, ly = 3.0,
kx = 3.4, ky = 2.5 (and the others were as for the linear trajectory). Similarly, for ROPOS the set of
parameters was kx = 0.2, ky = 0.2 (and the others were as for the linear trajectory). Figure 8b,d show
that tracking the sine trajectory for Kambara is possible but inaccurate due to the obtained end position
error values. As can be seen from Figure 8f, in the initial phase of movement the force and the torque
increase significantly but then decrease. However, their values are acceptable.
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Better effects of control can be obtained for ROPOS. The desired trajectory is tracked correctly
(Figure 9b) and the steady state of the position errors is obtained after about 20 s what is presented in
Figure 9d. The applied force and torque have acceptable values as illustrated Figure 9f.

The difficulty of selecting parameters for FTSMC (linear trajectory) was similar to that of TSMC.
Finally, it was assumed the set of parameters as follows:

(K) lx = 16.0, ly = 10.0, kx = 2.8, ky = 2.4, w1 = 10, w2 = 30, β1 = 1.0, β2 = 3.0, q1 = 1, p1 = 20,

q2 = 4, p2 = 5, α1 = 0.02, α2 = 1.0,

(R) lx = 4.0, ly = 4.0, kx = 0.25, ky = 0.25, w1 = 5, w2 = 5, β1 = 0.5, β2 = 0.5, q1 = 1, p1 = 2,

q2 = 5, p2 = 7, α1 = 0.35, α2 = 0.5.

For tests of TSMC and FTSMC, the values ẽu(0) = 0.0001 and ẽv(0) = 0 were applied.
As can be seen in Figure 10a,c, for Kambara, the position error values are not close to zero but to

a certain value (about 0.2 m). Therefore, trajectory tracking may be considered not accurate enough.
The force and the torque shown in Figure 10e have acceptable values. For ROPOS, the controller
works correctly as seen from Figure 11a,c and the steady state is achieved. The signals, representing
the applied force and the torque, given in Figure 11e indicate that the controller has performed the
task correctly. FTSMC (sine trajectory). Similarly to the linear trajectory, the same values of gains for
vehicles Kambara and ROPOS were used here. As shown in Figure 10b,d, for Kambara, the trajectory
is not tracked accurately despite the fact that the position error values tend to some end value but
not close to zero (about 0.1 m). The force and torque given in Figure 10f are similar as for TSMC but
without oscillation effect if the vehicle starts. For ROPOS, as it results from Figure 11b,d, the tracking
task is realized correctly but after a slightly longer period of time than for TSMC (after about 30 s the
steady state is achieved). The applied force and the torque, shown in Figure 11f have acceptable values.

Discussion of Results

Summarizing the obtained simulation results, the following observation can be made and
conclusions can be drawn.

Comment on manual selection of gains. The method of manual selection of control parameters,
i.e., the trial and error method, can be effective as long as the relationships between these parameters
are noticeable (or one can recognize such groups of parameters for which there is such a relationship)
that regulate the same physical quantity, e.g., reaching a sliding surface, ensuring the position,
and velocity errors convergence. One can set a few parameters and then tune others and possibly
change the previous values. This is some sort of heuristic method, but sometimes it turns out to
be effective. In such cases, manual selection of parameters is possible even if there are many of
them. This type of observation was used, for example, in work [47] where 24 control parameters
were selected. The relationship between the control parameters can also be detected using a genetic
algorithm, as noted in the paper [48] (for 18 control parameters). Unfortunately, for the control
algorithms that did not lead to the achievement of acceptable results, it was not possible to find
relations facilitating effective control. Perhaps the application of an additional method, e.g., a genetic
algorithm, method of parameter optimization, would lead to an improvement in the results. However,
doing so does not fall within the scope of the proposed test.

For Lyapunov MBC, the gains were tuned using the trial and error method based on the k1 =

k2 = 2 taken from [4]. For SMC/backstepping, the values of parameters ks1, ks2, ws1, ws2 were
determined (these gains can be grouped), and then attempts were made to tune the remaining
gains (by trial and error method recommended in [11]). For the SMC method described in [17],
some relationships between lx, ly, kx, and ky were noted and parameters were tuned on this basis.
However, it turned out that the impact of other parameters is so important that the method previously
indicated could not guarantee the convergence of errors. For the control TSMC strategy given [18] after
initial determination of values lx, ly, kx, and ky, it is possible to look for the value of the proportion
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q1/p1, q2/p2 (manual selection of parameters) so as to guarantee the convergence of errors in the
assumed time (here t = 30 s or t = 60 s). Next, W1, W2 and β1, β2 should be chosen. Then it is
necessary to tune the values of the preselected parameters lx, ly, kx, and ky. In addition, for FTSMC,
the smallest possible values for α1 and α2 must be selected to avoid loss of stability.

In order to compare the algorithms in terms of ensuring the convergence of tracking errors,
the mean values and standard deviations were calculated for each controller, for each trajectory and
for both vehicles. The results are shown in Table 2.

Table 2. Means (m) and standard deviations (std) of tracking errors.

Kambara ROPOS
L-m (std) S-m (std) L-m (std) S-m (std)

C1 (Lyapunov MBC) −0.112 (0.178) −0.041 (0.126) −1.114 (1.148) −0.441 (0.858)
C2 (SMC/backstepping) −0.868 (0.716) 0.092 (0.352) −0.412 (0.450) −0.282 (0.350)

C3 (SMC) 0.473 (0.507) 0.203 (0.873) 0.605 (0.929) 0.611 (0.751)
C4 (TSMC) −0.226 (0.066) −0.128 (0.102) −0.339 (0.436) −0.179 (0.352)

C5 (FTSMC) −0.551 (0.107) −0.240 (0.220) −0.030 (0.552) −0.031 (0.363)

Effectiveness of the tested control algorithms based on simulation results is presented in Table 3.
It was also noted that for the algorithms that turned out to be effective, it is possible to slightly change
the parameters to obtain acceptable control results.

Table 3. Effectiveness of controllers based on simulations.

Kambara ROPOS
L S L S

C1 + + + +
C2 + − − −
C3 − − − −
C4 − − + +
C5 − − + +

Despite the satisfactory results obtained in all tested cases, the Lyapunov MBC has significant
drawbacks from a practical point of view. Due to the intended use of for a hovercraft, the mass
in the longitudinal and transverse directions must be the same, which requires averaging and thus
distorts the vehicle model. The vehicle must be equipped with a rudder and the tested vehicles have
a different propulsion. Even if the structure of the vehicle could be changed, the tests show that the
forces in motion have maximum permissible values or very large values. It is not known, therefore,
whether such steering would be possible with a rudder. However, an undoubted advantage of the
algorithm is an insight into the dynamics of the vehicle even with a completely different design.
The algorithm can be used to check the effectiveness of underwater vehicle control and to determine
the forces necessary to implement tracking of a desired trajectory. Such results are shown in Figure 2
(Kambara) and in Figure 3 (ROPOS) for linear and sine trajectory, respectively.

Effectiveness of SMC/backstepping has not been clearly confirmed. Satisfactory results, for linear
trajectory, for Kambara were achieved, while worse for ROPOS (Figure 5). Unfortunately, for the sine
trajectory, the tracking task is not carried out for any of the two tested vehicle models as it is presented
in Figures 4 and 5. Certainly, SMC/backstepping requires more thorough testing, but current tests
show that the effectiveness of this algorithm depends significantly on the task and the conditions of its
implementation (e.g., shape of the trajectory, vehicle dynamics).

For SMC, no acceptable results were obtained for Kambara and ROPOS, neither for linear
trajectory nor sine trajectory as it is seen in Figures 6 and 7. It is difficult to say in what conditions this
algorithm can be used because the only case of its correct operation was obtained for the vehicle and
conditions indicated in work [17].
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With the use of TSMC for Kambara (Figure 8), convergence of the position errors was very quickly
achieved, but only up to a certain non-zero value (about −0.1 m) for linear trajectory. The results show
that the controller does not guarantee convergence of these errors to zero. Other values of variables
indicate the algorithm works effectively. For the sine trajectory tracking task (Figure 8) also some
position error values occur which are not close to zero. TSMC effectiveness was confirmed for ROPOS
and linear trajectory by convergence the position errors to zero with acceptable time history of other
physical quantities (Figure 9). If the sine trajectory is tracked then the control algorithm gives also
satisfactory results.

Simulation results obtained for FTSMC, linear trajectory and Kambara vehicle show that the
position errors only go to a limited value other than zero (Figure 10). At the same time, the applied
force and torque have acceptable values which indicate that the algorithm is working properly.
Similar results were obtained for the sine desired trajectory as it is given in Figure 10. For ROPOS,
the tracking errors tend to zero for both linear and sine trajectories at acceptable values of other tested
variables (Figure 11). Satisfactory results can also be obtained for sine trajectory as shown also in
Figure 11.

Comment on the results from Tables 2 and 3. Acceptable results by both tables were obtained
for Kambara and both trajectories (Lyapunov MBC), for ROPOS and sine trajectory (TSMC), as well
as for ROPOS and both trajectories (FTSMC). Table 2 shows that acceptable results were obtained
for SMC/backstepping (sine) and TSMC (sine) for the Kambara. However, it can be seen from
Figures 4d and 8d that the trajectory tracking task is not being performed correctly. On the other hand,
from Figure 3c,d, it can be noticed that for the ROPOS vehicle (linear and sine trajectory), the use of
the Lyapunov MBC algorithm is effective, although the mean and standard deviation values do not
indicate it. A similar observation can be made by comparing Figure 9c for ROPOS (linear trajectory)
and the TSMC algorithm with the values of standard deviation and mean. It can therefore be concluded
that to evaluate the work of the controller, both objective criteria (here: std and mean) and subjective
criteria, i.e., the evaluation of tracking errors based on figures obtained in simulations, are necessary.

Based on the tests performed, it can be concluded that the trajectory tracking results for TSMC
and FTSMC depend on the underwater vehicle being tested. TSMC and FTSMC proved in simulations
to be the most promising. SMC/backstepping is also worth more detailed research. To sum up,
however, to show the real effectiveness of the control algorithms, more detailed tests would be required
to determine the scope of applicability of these algorithms. It can be supposed that unsatisfactory
results are due to inadequate choice of parameters. However, no rules for the correct selection of
control parameters were found in the reference works. Research has shown that obtaining satisfactory
control results is difficult and in some cases not possible. Therefore, if the selection of parameters
by means of an intuitive method is really difficult for a control algorithm, then in the source works
additional methods should be given to facilitate this task, as in [48,49].

Additional test for effective algorithms were performed for selected control algorithms with
taking into consideration disturbances functions.

For SMC/backstepping, Kambara, and linear trajectory the time-varying disturbances were
assumed as in [11], namely: τdu = 10−1m1 + r(sin 0.01t− 1) N and τdr = 10−1m3 + r(sin 0.01t− 1)
Nm. For TSMC, FTSMC ROPOS and linear and also sine trajectory, the time-varying disturbances of
the type as in [18] were applied: du(t) = 0.3 cos 0.02t N, dr(t) = 0.2 sin 0.02t N.

However, the control parameters had to be changed to obtain satisfactory control performance.
The following control gains set was chosen for Kambara and C2:

(K) k1 = 0.5, k2 = 0.5, k3 = 2.0, c1 = 2.9, c2 = 2.9, ks1 = 0.1, ks2 = 0.1, ws1 = 30, ws2 = 30.

For ROPOS and C4 (linear trajectory), the following set of parameters was used:
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(R) lx = 2.50, ly = 2.50, kx = 0.17, ky = 0.17, w1 = 7, w2 = 8, β1 = 0.5, β2 = 0.5, q1 = 1, p1 = 2,

q2 = 5, p2 = 7.

For ROPOS C4 (sine trajectory), the following set of parameters was used:

(R) lx = 2.0, ly = 2.5, kx = 0.4, ky = 0.4, w1 = 11, w2 = 11, β1 = 0.5, β2 = 0.5, q1 = 1, p1 = 2,

q2 = 5, p2 = 7.

For ROPOS C5 (sine trajectory), the following set of parameters was used:

(R) lx = 1.0, ly = 1.0, kx = 0.15, ky = 0.15, w1 = 20, w2 = 20, β1 = 0.5, β2 = 0.5, q1 = 1, p1 = 2,

q2 = 5, p2 = 7, α1 = 0.35, α2 = 0.5.

As it can be observed from Figures 12 and 13, all controllers work correctly.
For SMC/backstepping (Kambara), the results are only slightly different (cf. Figure 4). However,
the algorithm reaches the steady state after a long time. For TSMC (ROPOS) and linear trajectory,
the position errors are smaller than previously (cf. Figure 9) but the applied forces/torques time
history is different. For TSMC and FTSMC (ROPOS) and sine trajectory, a similar observations can be
made (cf. Figures 9 and 10). For FTSMC, the position errors are bigger in the second phase of motion
and next the trajectory is traced correctly. From the conducted test, it can be concluded that if the
algorithms work properly in the initial test, they also work with disturbances of the type as in the
source literature.
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Figure 12. Simulation results for SMC/backstepping Kambara (K) and TSMC ROPOS (R)—linear
trajectory. (a,b) Desired and realized trajectory; (c,d) position errors; (e,f) applied forces/torques.
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Figure 13. Simulation results for sine trajectory and ROPOS TSMC—left, and FTSMC—right.
(a,b) Desired and realized trajectory; (c,d) position errors; (e,f) applied forces/torques.

5. Conclusions

Selected algorithms for tracking the trajectory of underwater vehicles moving horizontally with
insufficient force input were tested in the work. Five control algorithms were compared in terms of
their suitability on two exemplary vehicle models. The first control scheme originally dedicated to
hovercraft is primarily used to learn about the behavior of the vehicle when it is necessary to follow
a desired trajectory.

The obtained simulation results for two models of 3-DOF vehicles, i.e., Kambara and ROPOS,
provided information on the suitability of each algorithm under the assumed operating conditions
and for two different trajectories. Based on the graphs of tracking errors as well as and on graphs of
other physical quantities (treated as subjective evaluation measures), and the values of means and
standard deviations (treated as objective evaluation measures), the obtained results were discussed.
It turned out that the selected methods of tracking the trajectory of underwater vehicles may not
guarantee the satisfactory results that were obtained in the original works. However, due to the
fact that only the results of preliminary tests of control algorithms are presented, the possibility of
introducing additional methods of searching for the controller parameters (e.g., based on optimization
techniques, genetic algorithms) should be considered in the future. In this study, such a possibility
was not assumed, because its aim was to apply a simple method of searching for these parameters
under the assumed operating conditions. The proposed approach can be used as a preliminary test
before experimental research to compare selected models of systems or to decide whether the selected
algorithm is worth the risk if it is used in a real experiment. Based on the simulations, it was found
that even if the algorithm worked correctly in the original source, it may not be effective in the
case of changed vehicle models or working conditions. It follows that having a model of a vehicle,
it is necessary to check the effectiveness of the algorithm selected from the literature. In the future,
more detailed simulation tests of selected control strategies should be carried out to determine their
potential usefulness in experimental research based on simulations. It may turn out that an expensive
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experiment will not confirm the effectiveness of the selected algorithms, and this could be avoided by
conducting a simulation test earlier. Moreover, since disturbances are considered only in some cases in
the presented work, this issue should also be considered in further research.
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