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Abstract: Cloud-based technology, which is now well established, helps in reducing costs and
providing accessibility, reliability and flexibility. However, the Yemen higher educational institutions
(HEIs) have not yet embraced the technology due to security and privacy concerns, lack of trust,
negative cultural attitudes (i.e., tribalism), and most importantly, lack of digital devices experience in
educational settings as well as lack of knowledge and technical know-how. Thus, this study proposes
a conceptual model of cloud computing adoption in Yemen HEIs by investigating the influence
of technology, organization and environment (TOE) factors. In addition, this study investigates
the moderating effect of tribalism culture in the relationships between the identified factors and cloud
computing adoption. The study employed the quantitative approach to determine the factors that
influence cloud computing adoption in Yemen HEIs through a questionnaire survey. Data were
collected from 328 respondents in 38 HEIs and analyzed using partial least square (PLS) structural
equation modelling (SEM). The results indicate that relative advantage, reliability, compatibility,
security, technology readiness, top management support, regulatory policy and competitive pressure
have positive significant impacts on the cloud computing adoption, except tribalism culture with
negative significant impact. The study also found that tribalism culture moderates the relationship
between compatibility, reliability, security, relative advantage, regulatory policy and cloud computing
adoption. This study contributes to the TOE adoption model by including the cultural factor
as a moderator towards cloud computing adoption in Yemen HEIs. The study also provides
a model and insights for HEIs, technology consultants, vendors and policy makers in better
understanding of the factors that influence cloud computing adoption in least developed countries
(LDCs), specifically, Yemen.

Keywords: cloud computing adoption; technology; organization and environment (TOE) model;
structural equation modelling (SEM); higher education institutions (HEIs); least developed countries
(LDCs)

1. Introduction

Cloud computing has been named by proponents of innovation as the fifth necessary utility,
after water, electricity, oil or gas, and telephone [1,2]. With its increasing popularity, technology experts
are predicting that by 2025, most institutions and companies will shift to cloud computing technology,
eliminating their dependence on desktop resources [3,4]. Accordingly, this has attracted a large number
of researchers to extensively investigate on cloud computing adoption [5–9]. However, most of these
studies were carried out in developed and developing countries [10–12] as compared to only a few
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involving the least developed countries, especially in the context of Hinger Education Institutions
(HEIs) [13]. In contrast to developed countries, the HEIs in the least developed countries usually
confronted a number of socio-economic and political barriers that hindered the investments in costly
projects such as those involving information systems (IS) [2].

In the cloud computing literature, little attention has been given to understand the adoption and
essential benefit of the cloud computing paradigm. Besides that, there is also lack of contextualization
of the key components that is crucial for the cloud computing implementation which become the gap of
this study, Furthermore, there is an absence of in-depth exploratory studies in tracing cloud computing
adoption, which is contradicted to the rapidity of cloud computing changes towards providing
easy access to resources and convenient data management. In light of this, [2] pointed out that
there is a limited number of research that looked into the cloud computing adoption in educational
establishments, particularly on the influence of the related contextual factors. However, for those
who did examine the determinants of cloud computing, the emphasis was only on the high-tech
countries [14].

In 2015, the United Nation Development Program has categorized Yemen as a lower-income
economic country, known as least developed county (LDC), based on its low infrastructure and
economic status [15]. Moreover, the LDCs represent countries with poor social and political conditions
as well as weak economic growth [16]. Currently, there are 49 countries recognized as LDCs [15].
Another characteristic that signified LDCs is those countries with the lowest technology indicators
in the world. Even though, it is evidenced that financial problems have forced HEIs to adopt cloud
computing to reduce costs; there is no empirical study thus far that Yemeni HEIs has examined
their level of cloud computing adoption. Cloud computing adoption could be useful for LDCs since
they have insufficient funds to equip themselves with their own IT infrastructure and services [17].
Some peculiarities are found among these LDCs, including Yemen that requires its citizen to subscribe
to ICT. Challenges to the wide acceptance of technology adoption not only impede the knowledge,
infrastructure, government cooperation and support, but also the readiness to accept new technological
revolution as well as to break numerous cultural inhibitions [18,19].

While investigating, researchers should take into account the various contexts of cloud computing
adoption, including in education [14]. Accordingly, [2] added that the cultural dimension plays
an essential role in cloud computing adoption across various types of sectors since the success or failure
of any technology adoption depends mainly on the cultural conditions of the adopters [20]. In many
cases, culture has been viewed as the main obstacle to cloud computing adoption [21] especially when
there are cultural discrepancies between nations that can influence on the uptake of innovations [22].

One of the potential barriers to the use of IT and cloud computing adoption in Yemen is its strong
tribal society, with different attitudes even from other nations in the Arab sphere. To a large extent,
Yemenis are aligned according to their respective social standing by system of tribal sentiments and
families. In addition to these challenges, Yemen has an additional unique cultural feature, which is
the tribal system that dominates all aspects of economic and political lives [23]. Thus, Yemen is
very much affected by cultural, political, economic, and social inclinations of the government,
which shows lack of prudence and transparency, division through tribal ranks, unstable governance,
and absence of democracy. Moreover, tribalism is uniquely the major and true origin of Yemen’s
social disarray that hinders the development and the adoption of new technology [24]. Every member
of the population is accustomed to the tribal divide to steer good will, affecting socio-political and
economic development [25–28].

In this regard, some of the Yemeni tribes have social connections to specific confederation
for safeguarding purposes in forming alliance to protect each other [29]. This linkage and total
loyalty among tribes have negatively contributed to the non-development of the people of Yemen,
with economic hardship, political rivalry, social, and organizational problems [25–27]. This indicates
that there is an important effect of the tribalism culture on cloud computing [30]. Therefore, further
empirical investigations are needed that will contribute a new knowledge to the field. This is seen
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as relevant since as debate about the differences in the use of technology across different countries,
sectors, and industries is still on-going. The culture context of collectivism states that people primarily
act as members of a lifelong and coherent group [20]. This is true in the case of Yemen, whereby
its society comprised of large families-groups that require undying loyalty. Tribalism for Yemenis
offers wide protection and assurance for its specific membership groups whereby, tribesmen protect all
ramifications of society and their membership is aligned with every situation they came across [25,27].
Furthermore, culture is found to be strongly associated with technology adoption in general, and cloud
computing in particular [30]. Thus, this study considers the effect of culture on cloud computing
adoption. In this regard, several research suggested that the influence of technological, organizational,
and environmental (TOE) variables is context sensitive, and differs accordingly to culture and top
management support [31–33].

This paper is organized as follows; Section 2 discusses some of the related works, followed by
the elaboration of the research model in Section 3. Section 4 reports on the empirical results and
analysis, while Section 5 presents the discussion. Finally, the paper concludes with several future work
in Section 6.

2. Related Work

The effects of the chosen factors for cloud computing adoption have not yet been analyzed in
the unique tribal context of HEIs in Yemen. Most importantly, very little is known about factors that
influence cloud computing adoption by HEIs in the LDCs. In understanding the significant contrasts
in accessing information and communication technology (ICT) between developed and developing
nations, it is important to understand the determinant factors of cloud computing adoption, particularly
on Yemen HEIs.

In the tribal areas of Yemen, the Tribal Customary Law is the most dominant as compared to
the others. For instance, those Yemenis who are living in the urban areas usually favor the tribal
customary law instead of the formal court system because of its greater accessibility, effectiveness,
and suitability. The formal court system would be the last resort due to the prevalence of nepotism,
lack of integrity, length of judicial processes, government’s failure to reinforce law and court orders,
and government inefficiency [25]. Upon the surrender by the government on the tribal system, it is
left for the tribes to find solutions pertaining to conflicts, particularly those involving the government
and tribes, or tribes and businesses, which are located in strict tribal areas. For example, in May
2010 when the Yemeni deputy governor of Marib was killed in a drone attack, the Yemeni former
president, Ali Abdullah Saleh, asked for the assistance of a mediation committee comprising of
well-known Sheikhs from the Marib governorate to resolve the clash between government forces and
tribes [24]. In the Yemen’s formal court system, the first step in integrating any tribal reconciliation,
settlement, and conflict management process into the country’s legal system is to carry out the passing
of the 1992 Arbitration Law. At the official level, the Arbitration Law consistently acknowledges
the tribal mediation as an alternative in dispute resolution.

The TOE has been examined in different contexts by several studies, resulting in a consistent
appearance of several factors that influence the adoption of cloud computing [34–37]. These factors
can be categorized as organizational, technological, and environmental. Related variables derived
from the literature review have been used to construct a proposed conceptual model for this study.
A validation was also performed to confirm on the relevant factors. A review on the related theories
indicates that most studies that applied the TOE have ignored culture as the potential factor relating
to cloud computing adoption. Thus, the proposed model not only include all the original factors of
the TOE but also an additional tribalism construct, which represents the cultural perspectives with
the aim to provide a comprehensive model of cloud computing adoption.

The outcome of this study offers a useful contribution and in-depth perspectives to the growing
body of knowledge on the drivers impacting cloud computing adoption in academic institutions.
The findings are also valuable to the technology makers, cloud service providers, top management,
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and IT experts of the HEIs in the whole world. In addition, the study contributes on the sharing of deeper
perspectives relating to the adoption of technology by producing new model that is essential for the LDCs
planning. The study also provides new insights for researchers by investigating the moderating effect
of culture on the relationship between organizational, environmental, and technological factors on
cloud computing adoption as well as identifying the obstacles. The findings from this study are
significant because they add to the existing knowledge in the discipline of educational theory and
technology adoption, highlighting the distinctive cultural context of Yemen, and foregrounding
the serious challenges the country faces while attempting to change educational practices. Furthermore,
this study contributes to the existing literature in the field of cloud computing and technology adoption
by (a) extending the TOE framework to the study of CCA as a feature of educational organizations,
(b) developing a validated conceptual model for inspecting the critical factors related to adopting cloud
computing in Yemen HEIs.

3. The Research Model

Technology-organization-environment (TOE) model, was introduced and developed by [38].
Focusing on organizational-level, this model examines the exact stages and variable classes for
predicting ICT adoption [39]. As for this study, this model is adopted and extended by incorporating
new determinants that are suitable for an investigation in HEIs particularly in least developed countries.
The research model has three contexts; organizational, technological and environmental, which are
regarded as most significant in ICT adoption. Firstly, the organizational context contains organizational
variables which encourage and increase the process of technology adoption. Representing the resources
and features of an organization, the organizational factors include size, technology readiness,
human resources, and management support [40,41]. Secondly, the environmental context consists of
factors related to the area in which the organization conducts its business. These include industry,
competitive and trading pressure, regulatory policy, and culture, which can either encourage or delay
the acceptance and adoption of technology [41]. Since it is not included in other theories except TOE,
the environment is found to be the most suitable context in meeting the objectives of this study. Thirdly,
the technological context takes into consideration the three innovative indicators of cloud computing
adoption: relative advantage, compatibility, and complexity [41–43].

Given the inability to operationally defined culture, there is difficulty in building a consensus
on the role of culture within the context of technology adoption [44]. Over the past two decades
there has been increasing interest in the IS research literature in the impact of cultural differences on
the adoption of information technologies. When viewing ICT adoption as a product placement issue,
it is acceptable to inquire about the cultural nature of the target user of the product. Culture has been
considered something that affects the reason for and rate of ICT, including cloud computing adoption.
It is suggested that culture can impede the implementation efforts because of the differences in the way
ICTs are interpreted and given meaning [45,46]. In a country like Yemen, with a strong tribal culture,
it is highly probable that people will adopt the views of their surrounding groups, and the same applies
to institutions whose employees are no more autonomous [23]. Similarly, [47] argued that a critical
variable for the success or failure of technology adoption is culture. This has a lot to do with utilizing
the new technology within the cultural environment. Thus, innovation and cultural tribalism depend
on one another. Normally, culture can be seen differently from one country to another. In the existing
literature, culture has been considered as one of the factors that has a direct relationship on technology
adoption [47]. However, at this stage, the study posits that culture should be considered as moderating
factor since Yemen’s strong tribalism culture relates to membership of a tribe of the same group or
family and this has strong associations which impact the technology adoption particularly cloud
computing adoption. Therefore, further investigation needs to be conducted to confirm the role of
culture as a factor towards the cloud computing adoption of HEIs in Yemen.

The research model in Figure 1 investigates the relationships between technology, organization,
and environment factors and the moderating effect of culture on these factors. Relative advantage,
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compatibility, security, and reliability variables that represent the technological context were
hypothesized to have significant impacts on the dependent variable, cloud computing adoption.
Top management support and technology readiness that represent the organizational context were
hypothesized to have significant impacts on the dependent variable. Culture, competitive pressure,
and regulatory policy that represent the environmental context and were hypothesized to have
significant impacts on cloud computing adoption. Culture moderates the impact on these factors and
cloud computing adoption. The following set of hypotheses is derived from the research model.
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Figure 1. The Research Model.

Hypothesis 1. Relative Advantage has a positive effect on cloud computing adoption (CCA).

Hypothesis 2. Compatibility has exerted a positive influence on CCA.

Hypothesis 3. Security has a positive influence on CCA.

Hypothesis 4. Reliability has a positive influence on CCA.

Hypothesis 5. Top Management Support has a positive influence on CCA.

Hypothesis 6. Technology Readiness has a significant effect on CCA.

Hypothesis 7. Regulatory Policy has a positive influence on CCA.

Hypothesis 8. Competitive Pressure has a positive influence on CCA.

Hypothesis 9. Culture has a negative influence on CCA.

Hypothesis 10. Culture moderates the relationship between Relative Advantage and CCA.

Hypothesis 11. Culture moderates the relationship between Compatibility and CCA.
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Hypothesis 12. Culture moderates the relationship between Security and CCA.

Hypothesis 13. Culture moderates the relationship between Reliability and CCA.

Hypothesis 14. Culture moderates the relationship between Top Management Support and CCA.

Hypothesis 15. Culture moderates the relationship between Technology Readiness and CCA.

Hypothesis 16. Culture moderates the relationship between Competitive Pressure and CCA.

Hypothesis 17. Culture moderates the impact of Regulatory Policy on CCA.

4. Methodology

In order to test the research hypotheses, the research variables must be measured. The quantitative
research phase includes activities such as designing the survey instrument and its validation by
academic experts. In this study, the instrument was used to collect the data that were later analyzed
using partial least square-structural equation modelling (PLS-SEM).

4.1. Instrument Design

The instrument of this study consists of two sections: (a) demographic characteristics and (b) items
that will measure the independent, moderating and dependent variables. The items were adapted
from previous studies [12,30,48–53]. The items were measured using a five-point Likert scale, ranging
from “strongly disagree” (1) to “strongly agree” (5) with the statement offered. The instrument can be
referred to in Appendix A.

4.1.1. Content Validity

Before using the instrument for the actual data collection, it is recommended to assess its
suitability [47]. Content validity was tested to make sure that the items used to measure the variables
are considered appropriate, adequate and correspond to the concept they intend to measure. This type
of validity can be carried out using a panel of experts who read and review the instrument and check
whether the items adequately represent the intended constructs and whether their wording is clear,
understandable and free of ambiguity [47,54].

Good design increases the response rate and motivates the respondents to give complete and
accurate data. Following the advice of [54], the questionnaire was translated from English into Arabic
and back from Arabic into English by two different people as explained above. The final copy was
compared with the original to ensure consistency and accuracy. Senior lecturers and professors from
different universities in Yemen were approached to assess the questionnaire and give feedback on its
wording, comprehensibility, and overall design. The survey instrument was reviewed and validated by
a panel of experts, as shown in Table 1. The experts are from local and international universities, which
include Associate Professors, Masters, and PhD degree students. This step concluded the content
validity phase.

4.1.2. Pre-Testing the Questionnaire

Pre-testing the questionnaire for content validity was to ensure that the questionnaire delivered
the right data of the right quality. Pre-testing identifies if the survey has any logic problems, if it is
too hard to understand, if the wording of questions is ambiguous, or if it has any response bias [51].
Pre-testing was conducted in two phases by the ten experts listed in Table 1, five in each phase. The first
phase resulted in amendments to the wording, and the addition of further explanation. The second
phase confirmed that the questions were now clear and appropriate.
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Table 1. Questionnaire Pre-test Modification.

Name Field of Specialization Results/Outcomes
Fi

rs
tP

re
se

nt
at

io
n

A1 PhD in IT

- Modified the main covering letter to be more
precise and explain the purpose of
the questionnaire.

- Changed and updated some questions in
the demographics section.

- Modified all the items for the different variables
in all the cloud computing areas (in the English
language) to facilitate understanding of
the Likert scale of measurement.

- Recommended collecting the questionnaires
face to face to answer any queries and to
increase the response rate.

B1 PhD in IT

- Modified some items in the field of
culture factors.

- Suggested modification to the compatibility
questions (Section 3), to make them
more understandable.

C1 MSc in IS
- Modified the wording (in Arabic) of some items

in different fields

D1 PhD in Project
Management

- Suggested modification of the formulation of
the Independent Variable (Regulatory policy) in
part3 to facilitate understanding and response.

E1 MSc in Project
Management

- Modified an item in the field of security factor
(in English), which needed more explanation

Se
co

nd
Pr

es
en

ta
ti

on

A2 PhD in English literature
- Everything was clear and understandable;

minor translating corrections the Arabic version.

B2 MSc in Information
Management

- Everything was clear and understandable

C2 PhD in IT - Everything was clear and understandable

D2 BSc in Computer
Networking.

- Everything was clear and understandable

E2 PhD in Business IT
- Everything was clear and understandable and

no correction was required.

4.1.3. Face Validity

Weiner (2003) highlighted that the measurement instrument for data collection needs to be
validated to ensure high quality data. Ref. [55] proposed several types of validity test for determining
the integrity of measures: face and content validity. Ref. [52] referred to face validity as a method of
testing whether the instrument appears to measure what it is designed for. The survey was reviewed
and validated by seven experts, as shown in Table 2.
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Table 2. Results of the Face Validity.

Name Country Field of Specialization Results/Outcomes

Expert A Saudi Arabia
(Aldammam) PhD in IT

• Added some remarks in part
1 of the questionnaire on
respondents’ demographic
data: their work performance
and years of experience.

Expert B Yemen
(Amran)

Professor in IT (Cloud
computing)

• Modification of wording in
different parts to make it
more understandable to
the respondents.

Expert C
Malaysia

(Kuala
Lumpur)

PhD in Computer
Science

• Length of survey was
decreased and various
questions were reworded for
improved clarity.

Expert D Qatar
(Doha) Professor in IT

• Audited the English
language of the first draft of
the questionnaire and
modified some words.

• Proposed the words of
the rating scale (the five-
point Likert scale) for
each field.

Expert E Malaysia
(Pahang)

PhD Student in
Information System

• Audited the covering letter
and the general structure of
the questionnaire.

Expert F Sana’a
(Yemen) MSc in English Literature

• Audited the Arabic language
in the translation of
the questionnaire.

Expert G (Istanbul)
Turkey

PhD student in
Urban Planning

• Reviewed English language
and checked Arabic
translation of
the questionnaire.

The seven experts represent specialists in IT (cloud computing) as well as statistics, as recommended
by [43]. The draft questionnaire was delivered by hand and by email at different times, and many useful
and important modifications were made on the specialists’ recommendation. The length of the survey
was reduced as a result of the feedback, and various questions were reworded for improved clarity.

4.2. Data Collection Procedure

The target respondents from the country’s 38 universities were those who are knowledgeable
about their individual institutions’ IT organization, environmental context, cloud computing adoption
policy and decision making. These respondents comprised of Chief Information Officers (CIOs),
Chief Technical Officers (CTOs), IT Managers/Director, a President, Vice Presidents of IT, Dean of
the Computing/IT School, General Supervisors, members of IT strategy teams. and others. From the 433
questionnaires distributed, 351 were returned, giving a response rate of 81%. Of these, 23 were
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incomplete; a remaining of 328 usable surveys were utilized for further analysis, equals to 75.7% valid
response rate. This percentage is considered sufficient as it exceeds the minimum response rate of 60%,
which required for a valid data analysis [54].

5. Empirical Analysis and Results

The PLS-SEM analysis was conducted using SmartPLS 3.0 to test the research hypotheses. PLS-SEM
is deemed the most appropriate method for testing the conceptual model and hypotheses in this
study. By using PLS-SEM, the conceptual research model was evaluated in two steps, the evaluation of
the structural model (the inner model) and the measurement model (the outer model) [56].

5.1. The Measurement Model

Assessment of the measurement model or what is alternatively called the outer model determines
individual item reliability, internal consistency reliability, content validity, convergent validity,
and discriminant validity [57]. The measurement model was assessed by examining the outer
loadings of each construct item. According to the latter, the rule of thumb retains items with loadings
below 0.40; out of 52 items, 19 were deleted because their loadings were below this threshold of
0.40. The remaining 34 items had loadings between 0.71 and 0.99. Internal consistency (reliability)
refers to the extent to which all components are measured by a similar concept [58]. On the other
hand, composite reliability coefficient and Cronbach’s Alpha coefficient are the most frequently used
to estimate the internal consistency reliability of items in marketing research [55]. The composite
reliability coefficient was chosen to ascertain the internal consistency of measures adopted in this study.
Composite reliability takes into account that indicators have different loadings; it can be explained in
the same way as Cronbach’s Alpha, that is, no matter which particular reliability coefficient is used,
an internal consistency reliability value above 0.70 is regarded as satisfactory, whereas a value below
0.60 indicates a lack of reliability. However, in this study the explanation of the internal consistence
reliability using the composite reliability coefficient was based on the rule of thumb provided by [59].
Table 1 illustrates the composite reliability, the coefficients of the latent constructs. The measurement
model was assessed by examining the outer loadings of each construct item [57]. According to the latter,
the rule of thumb retains items with loadings below 0.40; and 0.70, out of 52 items, 19 were deleted
because their loading was below this threshold of 0.40. The remaining 34 items had loadings between
0.705 and 0.989 (see Table 1).

Internal consistency reliability refers to the extent to which all components are measured by
a particular (similar concept [60]. Composite reliability coefficient and Cronbach’s alpha coefficient
are the most frequently used to estimate the internal consistency reliability of items in marketing
research [52]. The composite reliability coefficient was chosen to ascertain the internal consistency
reliability of measures adopted in the present study.

The composite reliability coefficient was used as it provides a better estimate of reliability
bias. Cronbach’s alpha coefficient assumes that all items contribute equally to its construct without
considering the actual contribution of individual loadings [43] that may over—or underestimate
the reliability scale. Nevertheless, the Cronbach’s Alpha as a whole for all items was above the 0.7,
which is considered as good reliability as it is above [58] recommended value.

Composite reliability takes into account that indicators have different loadings; it can be explained
in the same way as Cronbach’s alpha, that is, no matter which particular reliability coefficient is used,
an internal consistency reliability value above 0.70 is regarded as satisfactory, whereas a value below
0.60 indicates a lack of reliability. However, in this study the explanation of the internal consistence
reliability using the composite reliability coefficient was based on the rule of thumb provided by [61].
Furthermore, as recently suggested by [62] composite reliability coefficient should be at least 0.70 or
more. Table 3 illustrates the composite reliability and coefficients of the latent constructs.
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Table 3. Item Loadings, Average Variance Extracted and Composite Reliability.

Constructs Items Loadings Composite
Reliability (CR)

Average Variance
Extracted (AVE)

Culture

CUL1
CUL2
CUL3
CUL4
CUL5
CUL8
CUL9

0.831
0.865
0.834
0.876
0.818
0.727
0.730

0.932 0.662

Competitive Pressure
CP1
CP2
CP3

0.819
0.859
0.815

0.870 0.691

Top Management System
TMS4
TMS5
TMS6

0.720
0.705
0.727

0.761 0.515

Technology Readiness
TR2
TR3
TR5

0.848
0.852
0.846

0.885 0.720

Compatibility

COM2
COM3
COM4
COM5

0.838
0.879
0.870
0.815

0.913 0.724

Relative Advantage
RA3
RA4
RA6

0.808
0.789
0.793

0.839 0.635

Reliability

REL1
REL2
REL3
REL4

0.855
0.841
0.852
0.803

0.904 0.703

Security
SEC2
SEC3
SEC5

0.903
0.918
0.881

0.928 0.811

Regulatory Policy RP1
RP3

0.903
0.889 0.890 0.802

Cloud Computing
Adoption CCA1 0.989 0.989 0.989

The convergent validity was also examined in the measurement model [60], which refers to
the extent to which items truly represent the intended latent construct and correlate with other measures
of the same latent construct [62]. The indicators were evaluated using the Average Variance Extracted
(AVE) as suggested by [61]. Furthermore, [63] recommended that the AVE of each latent construct
should be 0.50 or more, as demonstrated by this study (see Table 3). Meanwhile, discriminant validity
refers to the extent to which a particular latent variable is different from the other latent variables [64].
It was ascertained using AVE as suggested by [65], accomplished by comparing the squared correlation
of the paired constructs with the AVE of each construct. Discriminant validity for reflective constructs
occurs when the loadings of the items of a construct is an order of magnitude above the loadings
for other constructs (loadings higher by 0.1) and the square root of the AVE for each construct is
much higher than the correlations among pairs of constructs, above 0.5 [65]. Following [63] criterion,
discriminant validity was determined by comparing the indicator loadings with other reflective
indicators in the cross-loading table. To achieve adequate discriminant validity, the square root of
the AVE should be greater than the correlations among latent constructs. As shown in Table 1, the AVE
values are acceptable, ranging between 0.52 and 0.99. The correlations among the first-order variables
were compared with the square root of the AVE (values in bold face). Table 4 also shows that the square
root of the AVE were all greater than the correlations among latent variables, suggesting adequate
discriminant validity [65].
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The measurement model was also examined for convergent validity [64] which refers to the extent
to which items truly represent the intended latent construct and indeed correlate with other measures
of the same latent construct [54]. The indicators were evaluated using Average Variance Extracted
(AVE) as suggested by [54]. Ref. [63] recommended that the AVE of each latent construct should be
0.50 or more, and in this study they AVE showed high loadings (>0.50) (see Table 4).

Discriminant validity can be ascertained by comparing the indicator loadings with
cross-loadings [61]. For this study, all the indicator loadings should be higher than the cross-loadings,
and Table 5 compares them with other reflective indicators. The results indicates that all
the indicators were greater than the cross-loadings, suggesting that discriminant validity is adequate
for further analysis.

5.2. Assessment of Measurement Model

By using the PLS-SEM, the conceptual research model was evaluated in two steps, the evaluation
of the structural (the inner model) and measurement models (the outer model) [55]. The assessment of
the measurement model, also called the outer model, determines individual item reliability, internal
consistency reliability, content validity, convergent validity, and discriminant validity [53,57,58] as
shown in Figure 2. The assessment of the structural model is described in Section 5.3
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Table 4. Latent Variable Correlations and Square Roots of Average Variance Extracted.

Latent
Variables CCA COM CP CUL RA REL RP SEC TMS TR

CCA 1.000
COM 0.785 0.851

CP 0.639 0.576 0.831
CUL −0.805 −0.684 −0.538 0.813
RA 0.564 0.520 0.402 −0.458 0.797
REL 0.763 0.820 0.536 −0.661 0.450 0.838
RP 0.734 0.629 0.510 −0.929 0.432 0.612 0.896

SEC 0.754 0.627 0.522 −0.787 0.381 0.610 0.747 0.901
TMS 0.621 0.478 0.414 −0.610 0.239 0.474 0.570 0.556 0.717
TR 0.771 0.680 0.491 −0.722 0.467 0.722 0.663 0.685 0.510 0.849

Note. CCA = Cloud Computing Adoption, COM = Compatibility, CP = Competitive Pressure, CUL = Culture, RA = Relative Advantage, REL = Reliability, RP = Regulatory Policy,
SEC = Security, TMS = Top Management System, TR = Technology Readiness.



Appl. Sci. 2020, 10, 8098 13 of 27

Table 5. Cross Loading.

Constructs CUL CP TMS TR COM RA REL SEC RP CCA

CUL1 0.831 −0.479 −0.518 −0.595 −0.605 −0.444 −0.576 −0.703 −0.903 −0.678
CUL2 0.865 −0.523 −0.554 −0.671 −0.661 −0.431 −0.624 −0.742 −0.798 −0.745
CUL3 0.834 −0.434 −0.503 −0.593 −0.520 −0.326 −0.518 −0.633 −0.889 −0.637
CUL4 0.876 −0.455 −0.520 −0.630 −0.620 −0.399 −0.601 −0.690 −0.780 −0.710
CUL5 0.818 −0.364 −0.431 −0.559 −0.568 −0.350 −0.540 −0.609 −0.694 −0.645
CUL8 0.727 −0.392 −0.422 −0.510 −0.475 −0.332 −0.451 −0.525 −0.602 −0.559
CUL9 0.730 −0.402 −0.513 −0.532 −0.413 −0.309 −0.424 −0.550 −0.596 −0.589
CP1 −0.431 0.819 0.325 0.360 0.464 0.327 0.419 0.431 0.418 0.515
CP2 −0.454 0.859 0.343 0.475 0.465 0.319 0.512 0.453 0.439 0.534
CP3 −0.456 0.815 0.363 0.386 0.504 0.355 0.405 0.418 0.415 0.543

TMS4 −0.661 0.427 0.720 0.526 0.445 0.292 0.459 0.590 0.604 0.573
TMS5 −0.228 0.195 0.705 0.227 0.242 0.055 0.217 0.214 0.219 0.336
TMS6 −0.267 0.178 0.727 0.233 0.271 0.084 0.260 0.260 0.269 0.340
TR2 −0.557 0.376 0.401 0.848 0.545 0.340 0.593 0.534 0.506 0.605
TR3 −0.625 0.442 0.442 0.852 0.614 0.453 0.652 0.571 0.580 0.692
TR5 −0.650 0.426 0.452 0.846 0.570 0.387 0.590 0.636 0.597 0.662

COM2 −0.563 0.479 0.399 0.560 0.838 0.491 0.625 0.512 0.518 0.666
COM3 −0.619 0.532 0.422 0.577 0.879 0.448 0.679 0.551 0.574 0.676
COM4 −0.591 0.472 0.387 0.591 0.870 0.429 0.719 0.548 0.529 0.673
COM5 −0.591 0.475 0.130 0.587 0.815 0.402 0.769 0.520 0.520 0.657
RA3 −0.392 0.349 0.213 0.374 0.444 0.808 0.397 0.291 0.363 0.466
RA4 −0.328 0.276 0.112 0.337 0.375 0.789 0.309 0.265 0.317 0.401
RA6 −0.369 0.330 0.235 0.399 0.420 0.793 0.362 0.349 0.348 0.474
REL1 −0.572 0.478 0.434 0.621 0.767 0.418 0.855 0.538 0.514 0.662
REL2 −0.525 0.397 0.335 0.613 0.669 0.349 0.841 0.453 0.483 0.619
REL3 −0.545 0.445 0.394 0.603 0.664 0.360 0.852 0.512 0.523 0.643
REL4 −0.573 0.475 0.422 0.582 0.647 0.378 0.803 0.541 0.530 0.633
SEC2 −0.720 0.467 0.476 0.605 0.596 0.390 0.558 0.903 0.680 0.684
SEC3 −0.706 0.442 0.494 0.631 0.525 0.317 0.544 0.918 0.676 0.671
SEC5 −0.701 0.502 0.532 0.614 0.570 0.322 0.547 0.881 0.661 0.680
RP1 −0.831 0.479 0.518 0.595 0.605 0.444 0.576 0.703 0.903 0.678
RP3 −0.834 0.434 0.503 0.593 0.520 0.326 0.518 0.633 0.889 0.637

CCA1 −0.805 0.639 0.621 0.771 0.785 0.564 0.763 0.754 0.734 1.000

Note. CCA = Cloud Computing Adoption, COM = Compatibility, CP = Competitive Pressure, CUL = Culture, RA = Relative Advantage, REL = Reliability, RP = Regulatory Policy,
SEC = Security, TMS = Top Management System, TR = Technology Readiness.
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5.2.1. Individual Item Reliability

The measurement model was assessed by examining the outer loadings of each construct
item [57,64]. According to the latter, the rule of thumb retains items with loadings below 0.40; and 0.70,
out of 52 items, 19 were deleted because their loading was below this threshold of 0.40. The remaining
34 items had loadings between 0.705 and 0.989 (see Table 3).

5.2.2. Internal Consistency Reliability

Internal consistency reliability refers to the extent to which all components are measured by
a particular (similar concept [58]. Composite reliability coefficient and Cronbach’s alpha coefficient
are the most frequently used to estimate the internal consistency reliability of items in marketing
research [55]. The composite reliability coefficient was chosen to ascertain the internal consistency
reliability of measures adopted in the present study.

The justification for using composite reliability coefficient, is because composite reliability
coefficient provides a better estimate of reliability bias; Cronbach’s alpha coefficient assumes that all
items contribute equally to its construct without considering the actual contribution of individual
loadings [56] and may over- or underestimate the reliability scale. Nevertheless, Cronbach’s Alpha
as a whole for all items is above the 0.7, which is considered as good reliability as it is above [56]
recommended value.

Composite reliability takes into account that indicators have different loadings; it can be explained
in the same way as Cronbach’s alpha, that is, no matter which particular reliability coefficient is used,
an internal consistency reliability value above 0.70 is regarded as satisfactory, whereas a value below
0.60 indicates a lack of reliability. However, in this study the explanation of internal consistence
reliability using the composite reliability coefficient was based on the rule of thumb provided by [66].
Furthermore, as recently suggested by [55] composite reliability coefficient should be at least 0.70 or
more. See Table 3 illustrates the composite reliability, the coefficients of the latent constructs.

5.2.3. Convergent Validity

The measurement model was also examined for convergent validity [60], which refers to the extent
to which items truly represent the intended latent construct and indeed correlate with other measures
of the same latent construct (Hair et al., 2010). The indicators were evaluated using Average Variance
Extracted (AVE) as suggested by [57]. Ref. [61] recommended that the AVE of each la tent construct
should be 0.50 or more, and in this study they AVE showed high loadings (>0.50) (see Table 3).

5.2.4. Discriminant Validity

Discriminant validity refers to the extent to which a particular latent variable is different from
the other latent variables [64]. It was ascertained using AVE as suggested by [65], accomplished by
comparing the squared correlation of the paired constructs with the AVE of each construct.

Discriminant validity for reflective constructs occurs when the loadings of the items of a construct
is an order of magnitude above the loadings for other constructs (loadings higher by 0.1) and
the square root of the AVE for each construct is much higher than the correlations among pairs of
constructs, above 0.5 [65]. Following [63] criterion, discriminant validity was determined by comparing
the indicator loadings with other reflective indicators in the cross-loading table. To achieve adequate
discriminant validity, the square root of the AVE should be greater than the correlations among latent
constructs. As shown in Table 3, the AVE values are acceptable, ranging between 0.515 and 0.989.
The correlations among the first-order variables were compared with the square root of the AVE (values
in bold face).
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5.3. The Structural Model

This study applied the standard bootstrapping procedure with 5000 bootstrap samples and 328
cases to assess the significance of the path coefficients [65–67]. Bootstrapping is a non-parametric
procedure that can be applied to test whether coefficients such as outer loadings, outer weights and
path coefficients are significant, by estimating the standard errors. Figure 3 shows the estimates for
the full structural model.Appl. Sci. 2020, 10, x FOR PEER REVIEW 15 of 27 
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First, after examining the influence of relative advantage (Hypothesis 1) on cloud computing
adoption (CCA), the result revealed a significant positive relationship (β = 0.131, t = 4.392, p < 0.000).
Hence, hypothesis H1 is supported. Next, hypothesis H2, which predicted that compatibility has
a significant effect on CCA, revealed a significant positive bond between compatibility and CCA
(β = 0.179, t = 3.562, p < 0.000), supporting this hypothesis. Similarly, Hypothesis H3, that proposed
a relationship between security and CCA is fully supported as it is statistically significant (β = 0.176,
t = 4.591, p > 0.000). For Hypothesis H4, the influence of reliability on CCA, there is a positively
significant relationship (β = 0.106, t = 2.601, p > 0.009), supporting the hypothesis. In examining
the influence of top management support on CCA, Hypothesis H5 is found to have a significant positive
relationship (β = 0.136, t = 4.971, p > 0.000) and is thus supported. With respect to Hypothesis H6,
which predicted that technology readiness is positively related to CCA, is found to have a significant
relationship with CCA (β = 0.158, t = 4.319, p < 0.000), supporting Hypothesis H6. Next, regulatory
policy was predicted in Hypothesis H7 to be positively related to CCA, and the result shows a significant
negative relationship (β = 0.149, t = 2.550, p < 0.011), so Hypothesis H7 is supported. With respect to
the results for Hypothesis H8, on the influence of competitive pressure on CCA indicate a positively
significant relationship (β = 0.107, t = 3.470, p > 0.001), supporting this hypothesis.

Hypothesis H9 predicted that culture has a statistically significant negative relationship with
CCA. The result (β = −0.299, t = 4.286, p < 0.000) clearly supports this hypothesis, showing that
when culture increases CCA decreases. On the hand, Hypothesis H10 stated that culture moderates
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the relationship between relative advantage and CCA. The results show that this is statistically
significant (β = −0.049, t = 2.081, p > 0.038). With respect to the Hypothesis H11, which stated
that culture moderates the relationship between compatibility and CCA. As expected, the results
indicate that the interaction terms representing compatibility x culture (β = −0.133, t = 2.902, p < 0.004)
are statistically significant. Hence, Hypothesis H11 is fully supported. Furthermore, Hypothesis
H12 stated that culture moderates the relationship between security and CCA; this was found to be
statistically significant (β = −0.075, t = 2.084, p > 0.037), clearly supporting this hypothesis. Hypothesis
H13 predicted that culture moderates the relationship between reliability and CCA, and this is found
to be statistically significant (β = −0.124, t = 2.927, p > 0.009), supporting the hypothesis. With respect
to Hypothesis H14, which predicted that culture moderates the relationship between top management
support and CCA, the results show that this was not statistically significant (β = −0.005, t = 0.230,
p > 0.818), so this hypothesis is not supported. Meanwhile, Hypothesis H15 stated that culture
moderates the relationship between technology readiness and CCA, but this was not found to be
statistically significant (β = −0.011, t = 0.288, p < 0.773) and this hypothesis is also not supported.
For Hypothesis H16, which stated that culture moderates the relationship between competitive pressure
and CCA, the results indicated that the interaction terms representing competitive pressure and culture
(β = 0.026, t = 0.909, p < 0.364) were statistically not significant. Therefore, Hypothesis H16 is not
supported. Finally, Hypothesis 17 stated that culture moderates the relationship between regulatory
policy and CCA. The result showed the interaction terms representing regulatory policy and CCA
was statistically significant (β = −0.099, t = 2.367, p > 0.018), and this hypothesis is supported. Table 6
summarizes the hypotheses testing of this study.

Table 6. Structural Model Assessment with All Values.

H Relation Original
Sample

Standard
Deviation T Value p Value Finding

H1 RA -> CCA 0.131 0.030 4.392 0.000 Supported
H2 COM -> CCA 0.179 0.044 3.562 0.000 Supported
H3 SEC -> CCA 0.176 0.038 4.591 0.000 Supported
H4 REL -> CCA 0.106 0.041 2.601 0.009 Supported
H5 TMS -> CCA 0.136 0.027 4.971 0.000 Supported
H6 TR -> CCA 0.158 0.037 4.319 0.000 Supported
H7 RP -> CCA 0.149 0.059 2.550 0.011 Supported
H8 CP -> CCA 0.107 0.031 3.470 0.001 Supported
H9 CUL -> CCA −0.299 0.070 4.286 0.000 Supported
H10 RA * CUL -> CCA −0.049 0.024 2.081 0.038 Supported
H11 COM * CUL -> CCA −0.133 0.046 2.902 0.004 Supported
H12 SEC * CUL -> CCA −0.075 0.036 2.084 0.037 Supported
H13 REL * CUL -> CCA −0.124 0.043 2.927 0.003 Supported
H14 TMS * CUL -> CCA −0.005 0.024 0.230 0.818 Not Supported
H15 TR * CUL -> CCA −0.011 0.036 0.288 0.773 Not Supported
H16 CP * CUL -> CCA −0.026 0.029 0.909 0.364 Not Supported
H17 RP * CUL -> CCA −0.099 0.042 2.367 0.018 Supported

Note. H = Hypothesis, COM = Compatibility, CCA = CCA, CUL = Culture, CP = Competitive Pressure,
RA = Relative Advantage, REL = Reliability, RP = Regulatory Policy, SEC = Security, TM S= Top Management
System, TR = Technology Readiness, CCA = Cloud Computing Adoption. “*” means moderating between IV
and DV.

To assess the structural model in PLS-SEM, there is an R2 value, known as the coefficient of
determination [65–67]. The R2 values represent the proportion of variation in the dependent variable
that can be explained by the independent variables and are interpreted in the same way as those
obtained from multiple regression analysis. While the R2 value indicates the amount of variance in
the construct that is explained by the variables, an acceptable level depends on the research context [66].
Ref. [68] suggested an R2 value of 0.10 as a minimum acceptable level. In addition, [63] considered
values of 0.67, 0.33, and 0.19 in PLS-SEM as substantial, moderate and weak, respectively. The R2
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values of the dependent variable in this study, showing that all the independent variables collectively
explain 84% of the variance in CCA. The effect size (f2) indicates that the relative effect of a particular
independent variable on dependent variable(s) by means of changes in the R2 value [61]. It is calculated
as the increased in R2 of the latent variable, to which the path is connected, relative to the latent
variable’s proportion of unexplained variance; an effect size of 0.02 is small, 0.15 is medium, and greater
than 0.35 is large [69]. The results provided by PLS-SEM analysis for the effect size of the independent
latent variable on the dependent latent variable in this study’s structural model are illustrated in
Table 7.

Table 7. Effect Size of Predictive Variables.

Predecessor Latent
Variables

Dependent
Variable (R2) Incl (R2) Excl Effect size (f2) Remarks

Culture CCA 0.84 0.79 0.23 Medium
Competitive

Pressure CCA 0.84 0.79 0.12 Small

Top Management
System CCA 0.84 0.76 0.39 Large

Technology
Readiness CCA 0.84 0.80 0.15 Small

Compatibility CCA 0.84 0.79 0.22 Medium
Relative

Advantage CCA 0.84 0.76 0.38 Large

Reliability CCA 0.84 0.82 0.06 Small
Security CCA 0.84 0.82 0.04 Small

Regulatory Policy CCA 0.84 0.80 0.20 Medium

As illustrated in Table 7, the effect sizes for the nine independent variables; (a) relative advantage,
(b) compatibility, (c) security, (d) reliability, (e) technology readiness, (f) top management support,
(g) regulatory policy, (h) competitive pressure, and (h) culture were mentioned respectively. Therefore,
following the [69] guideline, the effect sizes of these independent variables on cloud computing
adoption can be considered variously as small, medium, and large. Moreover, predictive relevance Q2

is further explored through the employment of a blindfolding procedure using the cross-validated
redundancy approach. Q2 values of above zero for a specific endogenous latent variable is an indication
of the predictive relevance of that latent variable in explaining the endogenous latent variable [57].
As for this research model, the obtained Q2 value for CCA is 0.75, indicating the large predictive
relevance [70].

5.4. The Moderation Analysis

In this study, out of the eight moderating hypotheses, five have been proved to be significant.
The indicator method was applied using the PLS SEM to estimate the strength of the moderating effect
of culture on each of the selected factors as independent factors and cloud computing adoption as
dependent variable; this study applied Cohen’s (1988) [69] guidelines for determining the effect size.
The indicator approach to test this moderating effect requires the product terms between the indicators
of the latent independent variable and those of the latent moderator variable to be created, for use as
indicators of the interaction term in the structural model. The procedure was carried out for each of
the moderating hypotheses which had been supported (compatibility, relative advantage, reliability,
security, and regulatory policy). With respect, the Hypothesis H11, it is found that the relationship
is stronger (i.e., more negative) for individuals with high culture than it is for individuals with low
culture, as shown in Figure 4.
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Similarly, Hypothesis H10 testing indicated a stronger (i.e., more negative) for individuals with
high culture than it is for individuals with low culture. As illustrated by Figure 5, the moderating
effect shows a stronger negative relationship between relative advantage and CCA for individuals
with high culture than it is for individuals with low culture.
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Figure 5. Interaction Effect of relative advantage (RA) and culture (CUL) on cloud computing adoption
(CCA).

With respect to Hypothesis H13, which predicted that culture moderates the relationship between
reliability and cloud computing adoption, the moderation relationship is significant. Figure 6 depicts
that culture moderated the relationship between reliability and cloud computing adoption, such that
this relationship is weaker (i.e., more negative) for individuals with high culture than it is for individuals
with low culture.
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Furthermore, analysis of Hypothesis H12 proved that culture moderates the relationship between
security advantage and CCA. The moderating influence of culture the among between security and
cloud computing adoption is depicted in Figure 7, which shows a stronger negative relationship
between security and cloud commuting adoption for individuals with high culture than it is for
individuals with low culture.
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Figure 7. Interaction Effect of security (SEC) and culture (CUL) on cloud computing adoption (CCA).

Regarding Hypothesis H17, the culture is found to moderate the relationship between regulatory
policy and cloud computing adoption, as expected. The Figure 8 shows that the relationship between
regulatory policy and CCA is stronger (i.e., more negative) for individuals with high culture than it is
for individuals with low culture.
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6. Discussion

The study aims to identify the determinants of cloud computing adoption for HEIs in least
developed countries, particularly in Yemen. Three possible determinants were examined namely
technological, organizational, and environmental factors, based on the Technology, Organization and
Environment (TOE) model. In addition, the study contributes to the body of knowledge in IS adoption
by investigating the moderating effect of culture on the relationship between the identified factors and
cloud computing adoption. A model was proposed, based on the extended TOE model by including
culture as the moderating factor; which was then examined and validated using the PLS-SEM analysis.
In particular, this study examined the influence of the independent factors in the technological (i.e.,
relative advantage, compatibility, security, reliability), organizational (i.e., top management support,
technology readiness), and environmental (i.e., regulatory policy, competitive pressure, culture) contexts
on the dependent variable (CCA). Out of the nine factors identified, eight were found to support CCA
positively (i.e., relationship between security, relative advantages, compatibility, reliability, competitive
pressure, top management support, technology readiness, regulatory policy, and CCA). The study also
found that culture moderates the relationship between CCA and the following factors: compatibility,
reliability, security, relative advantage, and regulatory policy. Other moderators (competitive pressure,
top management support, technology readiness, and culture) were found to be insignificant in relation
to CCA.

Majority of the existing cloud computing research has focused on the cloud adoption in developed
and developing countries [10–12]. However, very little is known about factors that influence cloud
computing adoption by HEIs in the LDCs. This study has made an important knowledge contribution
that can facilitate researchers in understanding the historical, societal, organizational, and cultural
factors that can influence the cloud computing adoption by HEIs in the LDCs such as Yemen. As noted,
Yemen is one of the first of the LDCs to show an interest in cloud computing adoption. Accordingly,
the present study focuses on the cultural factor that might influence CCA in Yemeni HEIs. The area
of technology uptake at the institutional level using the TOE framework remains under-researched,
particularly in the university contexts. Other studies have explored the uptake of ICT by organizations
in developed and developing countries, primarily on e-government, e-readiness and adoption of
technology as proposed in the TOE framework [71–74].

Thus, this study is significant for many reasons. From a theoretical point of view, it investigates CCA
at the institutional level and in the context of least developed countries, as well as in a Yemeni cultural
and educational environment. It offers Yemeni HEIs the knowledge that can guide their managers or
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decision makers as they go forward with plans to use digital technologies extensively in the updating
of their educational facilities and program. The findings from this study are also significant because
they add to the existing knowledge in the discipline of educational theory and technology adoption,
highlighting the distinctive cultural context of Yemen, and stressing the serious challenges the country
faces in attempting to change educational practices. Consequently, this research adds to the growing
body of literature on the adoption of organizational innovation by investigating the influence of three
key elements: technological, organizational and environmental. These three elements further include
nine distinct dimensions of CCA: (1) four technology characteristics (relative advantage, security,
reliability and compatibility); (2) two organizational factors (top management support, technology
readiness), and (3) three environmental determinants (regulatory policy, competitive pressure and
culture as a moderator). The lack of a theoretical model that could be used to identify the factors that
influence the adoption of cloud computing prompted the present study. Consequently, a new model
based on the TOE framework was developed, tested and proven to be robust.

7. Conclusions and Future Work

In summary, the cultural background and norms might influence the adoption of new technologies
in work environments. This finding is aligned with previous studies which found that membership of
a certain group or society has its impact on the individuals’ values and beliefs and consequently on
their behavior. For example, Srite stated that cultural discrepancies between countries have an effect
on the adoption of new technologies, according to the characteristics of a given society.

Given the above, this study presents some useful information for HEIs, technology consultants,
services providers and policy makers in regard to the adoption of cloud computing. Therefore, it can
be viewed as relevant to the current era of rapid development of cloud computing technologies.

This study, like all others, suffers from various limitations. It was conducted only among public
and private universities; community colleges were not included due to the complicated arrangement
of communities located all over Yemen. This limitation therefore restricts the generalization of
the findings, opening directions for future research. Although attempts have been made to ensure that
the methodology adopted was as rigorous and objective as possible, the following limitations remain;
because the study focuses on HEIs in a specific country, Yemen, the findings cannot be generalized to
other service sectors or to different geographical areas. The sampled population consisted of employees
who were involved in decision making for the HEIs, whose attitudes may differ from those working
in other areas. Therefore, the results of the statistical analysis cannot be applied directly to other
organizations in Yemen.

The study explores and discusses the determinants affecting CCA without considering other single
mediating factors which might influence the relationship between the independent and dependent
variables. It enumerates the potential of all the mediating roles of technological, organizational, and
environmental factors in the institutions. There is an especial scarcity of studies on CCA for the least
developed countries, indicating the need to improve the number of studies in this domain.

Future research can address the limitations outlined above by repeating in other countries to
compare the significant factors. Future studies could also assess the implementation process and
the impact of cloud computing on university performance in order to gain a holistic understanding
of CCA.
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Appendix A

Table A1. Constructs and their Measurement Items.

Constructs Measurement Items

Compatibility 5

1. Cloud computing is suitable for our
institution’s IT infrastructure. (COM1)
2. Using cloud computing is compatible with
our institution’s culture. (COM2)
3. CCA is compatible with our preferred work
practice. (COM3)
4. The use of cloud computing technologies
fits well with the way we operate. (COM4)
5. Cloud computing is compatible with our
institution’s current hardware and software
infrastructure. (COM5)

[30]

Relative
Advantage 6

1. Cloud computing can curtail the time for
Information Systems. (RA1)
2. Using cloud computing permits us to
perform specific tasks more quickly. (RA2)
3. Cloud computing can lessen IT
expenses. (RA3)
4. The use of cloud computing enables people
to seize new educational and research
opportunities. (RA4)
5. Cloud computing allows us to manage
business operations in an efficient way. (RA5)
6. The use of cloud computing services
improves the quality of operations. (RA6)

[30,74]

Security 5

1. Our institution is concerned about data
security in cloud computing. (SEC1)
2. Our institution is concerned about privacy
in cloud computing. (SEC2)
3. Our institution is concerned that data
cannot be manipulated by online criminals or
hackers. (SEC3)
4. Our institution is concerned with no official
data is used for commercial benefit by cloud
providers. (SEC4)
5. Our institution is concerned that cloud
computing data is not kept private. (SEC5)

[14]

Reliability 5

1. Cloud computing is an excellent ‘backup’
for my institution’s data against hard-disk
crash. (REL1)
2. Cloud computing is acts as excellent
disaster recovery (in case of an unforeseen
event) with uninterrupted access. (REL2)
3. Cloud computing offers a reliable storage
solution for my institution’s data instead of
a thumb drive (USB) or portable hard
disk. (REL3).
4. Cloud computing offers high uptime and
availability of the cloud services round
the clock. (REL4).
5. The cloud computing service provider can
recover our institution’s data safely even if it
gets corrupted by spam or a malware
attack. (REL5).

[12]
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Table A1. Cont.

Constructs Measurement Items

Top Management
Support 6

1. The institution’s top management
advocates the implementation of cloud
computing. (TMS1)
2. The institution’s top management
demonstrates strong leadership and gets
involved in the process with respect to cloud
computing. (TMS2)
3. The institution’s management is willing to
take risks (financial and organizational)
involved in CCA. (TMS3)
4. The institution’s top management is aware
of the benefits of cloud computing. (TMS4)
5. The institution’s top management is likely
to consider the adoption of cloud computing
as strategically important. (TMS5)
6. The institution’s top management provides
resources for adopting cloud
computing. (TMS6)

[30,75]

Technology
Readiness 5

1. Our institution knows how cloud
computing can be used to support our
operations. (TR1)
2. Our institution has the necessary technical,
managerial and other skills to implement
cloud computing. (TR2)
3. Our institutional values and norms support
the adoption of cloud computing in our
operations. (TR3)
4. Our institution has sufficient technological
resources to implement cloud computing,
including high bandwidth connectivity to
the Internet. (TR4)
5. Our institution hires highly specialized or
knowledgeable personnel for cloud
computing. (TR5)”

[30]

Regulatory Policy 6

1. Our country’s laws and regulations
facilitate the use of cloud computing. (RP1)
2. Our country’s laws and regulations today
are sufficient to protect the use of cloud
computing. (RP2)
3. Our government is providing us with
incentives to adopt cloud computing
technologies. (RP3)
4. Our government is active in setting up
the facilities to enable cloud computing. (RP4)
5. Our institution is under pressure from some
government agencies to adopt cloud
computing technology. (RP5)
6. Current laws and regulations do not allow
us to utilize cloud computing resources and
services hosted outside our country. (RP6)

[12,74–78]

Competitive
Pressure 3

1. Our institution thinks that cloud computing
has an influence on competition. (CP1)
2. Our institution is under pressure from
competitors to adopt cloud computing. (CP2)
3. Some of our competitors have already
started using cloud computing. (CP3)

[12]
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Table A1. Cont.

Constructs Measurement Items

Culture 10

1. The identity of my tribe is an obstacle to
an atmosphere of trust toward cloud adoption
in my institution (CUL1)
2. The identity of my tribe could be
an obstacle to thoughts and ideas in my
institution. (CUL2)
3. My tribe identity prevents me from making
suggestions or decisions in my
institution. (CUL3)
4. The identity of my tribe could be
an obstacle to sharing data and to personal
privacy in my institution. (CUL4)
5. The tribe culture influences the leaders’
decision in my institution to adopting cloud
computing. (CUL5)
6. Cloud computing adoption is an important
need to group rather than individual
needs. (CUL6)
7. Developing and adopting new technologies
requires more freedom and fewer tribal
restrictions. (CUL7)
8. Because of tribal identity, it is not easy to
adopt cloud computing in HEI. (CUL8)
9. Tribalism supports teamwork and will
encourage working within a cloud computing
environment. (CUL9)
10. Influential people in the tribe should
establish campaigns in the society to spread
awareness of CCA and encourage it
use. (CUL10)”

Abdullah
Hussein

Alghushami
(paper

authoer)

Cloud computing
adoption 1

CCA1:—What stage of cloud computing
adoption is your institution currently
involved in?

• Takes no account of cloud computing
• Has evaluated but not planned CCA
• Evaluating cloud
• Has evaluated and is planning adoption
• Already adopted cloud computing.

[12,30]
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