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Abstract: Liquefaction-induced lateral spreading can induce significant deformations and damage in
existing structures, such as ports, bridges, and pipes. Past earthquakes have caused this phenomenon
in coastal areas and rivers in many parts of the world. Current lateral spreading prediction models
tend to either overestimate or underestimate the actual displacements by a factor of two or more when
applied to large subduction earthquake events. The purpose of this study was to identify ground
motion intensity measures and soil parameters that better correlate with observed lateral spreading
under large-magnitude (Mw > 7.5) subduction earthquakes that have occurred in countries like Chile,
Japan, and Peru. A numerical approach was first validated against centrifuge and historical cases and
then used to generate parametric models on which statistical analysis was applied. Our results show
that cumulative absolute velocity (CAV), Housner intensity (HI), and sustained maximum velocity
(SMV) have a reasonably good correlation with lateral spreading for the analyzed cases.
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1. Introduction

Several models, either analytical, empirical, or computational, have been formulated to predict
the behavior of liquefiable soils and to anticipate the amount of lateral displacements that can
be generated during earthquakes. The purpose has been to provide recommendations for the
design of, e.g., foundations and embankments to mitigate losses in the case of future earthquakes
(Valsamis et al. (2010) [1]). An evaluation of currently used empirical models (Bartlett et al. (1995) [2],
Faris et al. (2006) [3], Zhang et al. (2012) [4], Youd et al. (2002) [5], Rauch et al. (2006) [6]) was
made by Tryon (2014) [7] and Williams (2015) [8] using historical cases of large-magnitude subduction
earthquakes. They found weaknesses in those empirical models. Firstly, there was a lack of historical
case data with earthquakes of moment magnitudes greater than 8 (the only historical case was the 1964
Alaska Mw 9.2 earthquake). Secondly, the term referring to the distance from the site to the seismic
source (R) is more challenging to determine when dealing with large magnitude earthquakes.

The main aim of this paper is to investigate, using an appropriate numerical model
(Elgamal et al. (2002) [9]), the effects of different geotechnical and seismic parameters on the amount
of lateral spreading in free-field conditions during large-magnitude subduction earthquakes.

2. Background of Lateral Spreading in Subduction Earthquakes

Current techniques used to predict liquefaction-induced lateral spreading are mostly empirical
(Bray et al. (2010) [10]). Observations from recent earthquakes have shown that these models become
inaccurate when extrapolated beyond their limits, such as large-magnitude events or different fault
types. In this section, the phenomena of liquefaction and lateral spreading and the issues with current
prediction models, when applied to subduction earthquakes, are described.
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2.1. Liquefaction and Lateral Spreading

The word liquefaction was first used after the 1964 Niigata Mw?7.6 earthquake (Kawata et al. 2018 [11]).
This phenomenon is defined as a change of the soil phase from a solid to a liquid state due to pore water
pressure increment, and the corresponding loss of effective stress, during an earthquake (Figure 1).
As Youd (2018) [12] indicated, when an earthquake occurs, waves propagate through the soil, shear
strains increase, pore water pressure goes up, and the intergranular forces get reduced. As pore water
pressures reach a critical level, and the intergranular stresses approach zero, the soil behavior goes
from a solid to a viscous liquid state.

=

clic Sheaf’oad

Atfter liquefaction:
Soil particles are
floating due to
increasing of pore
water pressure

Before liquetaction:
There is contact
between the soil

particles

Figure 1. Liquefaction mechanism: soil particles floating due to the increment of pore water pressure.

Liquefaction is a relevant soil phenomenon for geotechnical design as it may cause local or global
failures of foundations and even the collapse of complete structures (Jia (2017) [13]). Among the
potential consequences of soil liquefaction, one of the most dangerous ones is lateral spreading.
Youd (2018) [12] defined this phenomenon as the horizontal displacement of a soil layer riding on
liquefied soil either down a gentle slope or toward a free face like a river channel (Figure 2). When the
underlying soil layer liquefies, the non-liquefied upper soil crust continues moving down until it
reaches a new equilibrium position. Figure 3 shows two recent examples of liquefaction-induced lateral
spreading: (1) west levee of the Westside Main Canal in the 2010 Sierra El Mayor Mw 7.1 earthquake,
where a cumulative horizontal displacement of more than 1 m was observed (Figure 3a), and (2) the
Muzoi Bridge in the 2005 Nias Island Mw 8.6 earthquake, where a lateral movement of more than 4 m
towards the river on both sides of the bridge was reported (Figure 3b).
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Figure 2. Schematic representation of lateral spreading (Youd (2018) [12]).
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Figure 3. Historical cases of lateral spread: (a) lateral spread ground failure near the west levee of
Westside Main Canal in the 2010 Sierra El Mayor Mw?7.1 earthquake (photo taken by John Tinsley on
4/7/10, Mccrick et al. (2011) [14]); (b) lateral spread affecting the piers of the Muzoi Bridge in the 2005
Nias Island Mw 8.6 earthquake (modified from Aydan et al. (2005) [15]).

Prediction of lateral spreading is essential because it can cause damage to the overlying and
subsurface infrastructure, and the amount of displacement may influence the design of the infrastructure
concerning the decision to, for instance, perform soil improvement in the area affected by this
phenomenon (Bray et al. (2017) [10]).

2.2. Lateral Spreading Prediction Models

Most of the lateral spreading prediction models are empirical. They use regression procedures
to fit equations with field case histories (Hamada et al. (1987) [16], Bartlett and Youd (1995) [2],
Youd et al. (2002) [5]). These models take different algebraic forms, and they rely on parameters such
as the liquefiable soil’s thickness, density, and fines content; earthquake magnitude; and site-to-source
distance. Semi-empirical models (Zhang et al. (2004) [17]; Faris et al. (2006) [3]) use other variables,
like shear strain ratios and earthquake intensity measures, such as peak surface acceleration. Table 1
shows a list of existing lateral spreading prediction models and their main variables.

Table 1. Lateral spreading prediction models.

Author(s) Variables
Hamada et al. (1987) [16] Ground slope, thickness of the liquefiable layer
Bartlett and Youd (1995) [2] Ground slope, thickness of the liquefiable layer, fines content,

average grain size, earthquake magnitude, horizontal distance
from the site to the seismic energy source.

Youd et al. (2002) [5] Ground slope, thickness of the liquefiable layer, fines content,
average grain size, earthquake magnitude, horizontal distance
from the site to the seismic energy source.

Zhang et al. (2004) [17] Ground slope, thickness of the liquefiable layer, shear strain,
earthquake magnitude, depth to the liquefiable layer.
Faris et al. (2006) [3] Seismic coefficient, earthquake magnitude, horizontal distance

from the site to the seismic energy source.

Olson and Jhonson (2008) [18] ~ Ground slope, thickness of the liquefiable layer, fines content,
average grain size, earthquake magnitude, horizontal distance
from the site to the seismic energy source, post-liquefaction
undrained shear strength.

Zhang et al. (2012) [4] Ground slope, thickness of the liquefiable layer, fines content,
average grain size, pseudo-spectral displacement.
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Table 1. Cont.

Author(s) Variables

Gillins and Bartlett (2014) [19] Ground slope, thickness of the liquefiable layer, fines content,
average grain size, earthquake magnitude, horizontal distance
from the site to the seismic energy source.

Pirhadi et al. (2019) [20] Ground slope, thickness of the liquefiable layer, fines content,
average grain size, earthquake magnitude, cumulative
absolute velocity, peak ground acceleration.

2.3. Current Models and Large-Magnitude Subduction Earthquakes

Tryon (2014) [7] evaluated six empirical models used in practice (Youd et al. (2002) [5]; Bartlett
and Youd (1995) [2], Faris et al. (2006) [3], Zhang et al. (2012) [4], and Zhang et al. (2004) [17]) with
three case-histories from the 2010 Maule Mw 8.8 subduction earthquake. He found that site-to-source
distances are difficult to define accurately for large subduction zone earthquakes. They can vary
significantly between seismic regions, making it difficult to recommend a method for calculating
such an “R” value. Figure 4 shows a summary of different distance terms that can be considered:
D1 = hypocentral distance, D2 = epicentral distance, D3 = closest distance to high-stress zone,
D4 = closet distance to the edge of the fault rupture, D5 = closest distance to the surface projection of
the rupture (Joyner Boore distance). In large subduction earthquakes, although there is a small area
where the earthquake begins (hypocenter), there are multiple zones on the contact between plates
(“patches”) where energy is released at different times and with different intensities. Hence, although
distances D1, D2, and D3 could be defined, they do not necessarily have a reasonable correlation with
the intensity of the ground motion at the site of interest. Additionally, for seismically active countries,
such as Chile and Peru, D4 and D5 are very small or even zero. From a design point of view, estimating
these distances before an earthquake occurs is very difficult.

Site of interest

Figure 4. Distances from an earthquake source to the site of interest (adapted from Joyner and Boore
(1988) [21]).

Similarly, Williams (2015) [8] used two case-histories from the 2010 Maule Mw 8.8 earthquake
to evaluate the empirical methods developed by Youd et al. (2002) [5] and by Bartlett and Youd
(1995) [2], concluding that they are extremely sensitive to the distance term, R, and that the current
definition of R for these two methods (the Joyner Boore distance) resulted in predictions that were
more than two times the measured values. The semi-empirical models by Zhang et al. (2004) [17]
and Faris et al. (2006) [3] also over predicted the displacement but in these cases due to the depth
weighting factor of their models. In particular, the empirical model of Zhang et al. (2004) [4] predicted
displacements roughly six to eight times larger than the measured displacements. On the other hand,
De la Maza et al. (2017) [22] studied one case history (Caleta Lo Rojas) from the 2010 Maule Mw8.8
earthquake. They used the Youd et al. (2002) [5] methodology with different distances, finding that the
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distance to the zone that bounds 10% of the largest slips resulted in satisfactory values when compared

against in-situ post-earthquake measurements.

In this study, we analyzed 13 lateral spread cases from six sites affected by the 2010 Maule Mw
8.8 earthquake, where lateral spreading took place (Figure 5). Figure 6 shows a comparison between
observed and calculated lateral spreading using Youd et al.’s (2002) [5] methodology with three R-value
definitions. The first one is the original R from Youd et al.’s (2002) [5] methodology, the second one is
the distance to the maximum observed coastal uplift, and the third one is the distance used by De la
Maza et al. (2017) [22], which is defined as the distance to the zone that bounds 10% of the largest slips.
The measured lateral displacements at the selected sites were between 1 and 2 m.
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Figure 5. Google Earth® view of sites with lateral spreading for the 2010 Maule Mw 8.8 Earthquake

using Moreno et al.’s (2010) [23] coseismal slip distribution model.
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Figure 6. Observed versus estimated lateral displacements using: (a) original R-value from Youd et al.’s

(2002) equation, (b) distance to the maximum uplift, and (c) distance adopted by De la Maza et al.

(2017) [22].
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In all cases, the conclusion was similar to those of Tryon (2014) [7], Williams (2015) [8], and De la
Maza et al. (2017) [22], namely in that the Youd et al. (2002) [5] model, for large-magnitude subduction
earthquakes, overestimates the liquefaction-induced lateral displacements by a factor of more than
two. Figure 6¢c shows, however, that there are a few sites where the predictions were close to the
measurements. Those sites were those where the R-value was that of De la Maza et al. (2017) [22] and
where the average fines content in the cumulative thickness of the saturated granular layer was less
than 5%. This is only an initial observation, and much more case-histories need to be studied before
generalizing, or not generalizing, this conclusion.

3. Validation of the Numerical Methodology

The simulations in this study were performed using CycliclD, a finite-element program for
one-dimensional dynamic site-response analyses (Elgamal et al. (2002) [9]). CycliclD uses a
multi-yield-surface plasticity constitutive model to simulate the cyclic mobility response mechanism.
The constitutive model uses a non-associative flow rule for simulating volumetrically contractive or
dilative response due to shear loading. More details of the constitutive model are presented in Elgamal
et al. (2002) [9], Yang et al. (2003) [24], and Elgamal et al. (2003) [25].

3.1. Validation with Centrifuge Tests

To evaluate the accuracy of the selected numerical methodology, several centrifuge tests were
simulated. Table 2 gives a list of the centrifuge experiments that were used, where i = surface inclination,
Dr = relative density of the liquefiable layer, H = thickness of the liquefiable layer, amax = maximum
horizontal acceleration of the input ground motion, and Dh = residual lateral displacement at the
surface. Table 3 shows a list of input parameters of the constitutive model, a suggested range of values
recommended in Cyclic1D user’s manual (Elgamal et al. (2015) [26]) for saturated granular soil, and the
calibrated model parameters for Nevada and Ottawa sand used in this study.

Table 2. Centrifuge tests used to validate the numerical methodology.

Test i[°’] Dr[%] HIm] amax[g]l Dh[cm] Reference

M1-2 0 40-45 10 0.23 1.7 Taboada and Dobry (1998) [27]

M2-2 1.94  40-45 10 0.23 47.0 Taboada and Dobry (1998) [27]

M2c-6 395 4045 10 0.17 72.5 Taboada and Dobry (1998) [27]
L45V2-10 2 45 10 0.23 66 Sharp et al. (2003) [28]
L65V2-10 2 65 10 0.20 28 Sharp et al. (2003) [28]
L75V2-10 2 75 10 0.21 23 Sharp et al. (2003) [28]

RPI-02 5 65 5 0.17 35 Ziotopoulou (2018) [29]

The numerical methodology was previously validated against centrifuge experiments by other
researchers (Elgamal et al. (2002) [9]). In this study, we reproduced the experimental results from
the projects VELACS (Arulanandan and Scott (1993) [32], Taboada and Dobry (1998) [27]) and LEAP
(Kutter et al. (2018) [33], Ziotopoulou (2018) [29]), in addition to the centrifuge tests from Sharp et al.
(2003) [28].
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Table 3. Input variables for Cyclic1D’s numerical model.

Parameter Nevada Sand  Ottawa F65 Mean Value 1 Standard Coefficient of
Dr = 40% Dr = 65% ean value Deviation ! Variation ! [%]

Mass density [p] (kg/m3) 1800 1900 1570 270 9%
Reference shear wave o
velocity [Vs ref] (mys) 203.3 203.3 242.5 16.5 28%
Confinement
coefficient [coeff] 05 05
Coefficient of lateral 05 0.67
pressure [Ko]
Friction angle [¢] (°) 31.4 314 40.5 2.1 5%
Peak shear strain 5 5
[y max] (%)
Number of yield surfaces
[NYS] 20 20
Phase transformation angle o
[PT angle] (°) 26.5 26.5 329 2.2 7%
Contraction parameter 1 [c1] 0.19 0.19 0.12 0.04 32%
Contraction parameter 2 [c2] 0.2 0.2
Dilatation parameter 1 [d1] 0.2 0.2 0.11 0.04 42%
Dilatation parameter 2 [d2] 10 10
Liquefaction parameter [Liq] 0.015 0.015
Permeability coefficient 33 % 10-3 6.6 x 10-5

[Perm k] (m/s)
I Mean value and standard deviation from Mercado et al. (2019) [30] and Phoon et al. (1995) [31].

3.1.1. General Description of the Centrifuge Tests

The project Verification of Liquefaction Analysis by Centrifuge Studies (VELACS) was a cooperative
research effort involving eight universities to study soil liquefaction problems (Arulanandan and
Scott (1993) [32]). In that project, a series of dynamic centrifuge tests was performed on a variety of
different saturated soil models (Arulanandan and Scott (1993) [32]). In this section, we present the
simulation of the centrifuge model 2 of the VELACS project conducted at Rennselaer Polytechnic
Institute (RPI) by Taboada and Dobry (1998) [27] and numerically validated by Elgamal et al. (2002) [9].
In this test, the soil profile consisted of submerged 20 cm high (physical model) uniform Nevada sand,
of Dr = 40%—45%, inclined by 2° with respect to the horizontal (more details in Table 4). The experiment
was conducted at 50 g centrifugal acceleration. A sketch of the laminar box and the instrumentation is
shown in Figure 7. The lateral input shaking applied to the base of the model and its corresponding 5%
damped pseudo acceleration response spectra are shown in Figure 8.

Table 4. Characteristics of Nevada Sand (Taboada and Dobry (1998) [27]).

Property Value

Specific gravity 2.68
Maximum dry density ~ 17.33 kN/m?
Minimum dry density ~ 13.87 kN/m?

Maximum void ratio 0.894
Minimum void ratio 0.516
D50 0.15 mm

Hydraulic conductivity ~ 0.0021 cm/s
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Figure 7. Laminar box container of the Verification of Liquefaction Analysis by Centrifuge Studies

(VELACS) model 2 centrifuge test (Elgamal et al. (2002) [9]).
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Figure 8. (a) Lateral acceleration at the base of the laminar box of VELACS model 2 (Elgamal et al.
(2002) [9]) (b) 5%-damped spectral acceleration at the base of the laminar box of VELACS model 2.

Similarly, the Liquefaction Experiments and Analysis Project (LEAP) was a cooperative effort
among several universities and research institutes to investigate liquefaction and its effects on
geostructures (Kutter et al. (2018) [33]). The data are available on the Network for Earthquake
Engineering Simulations (NEES) website (Carey et al. (2017) [34]). In this section, we show
the simulation of the centrifuge LEAP project conducted at Rennselaer Polytechnic Institute (RPI)
(Kutter et al. (2018) [33]). In this test, the soil layer was 4 m high at the center of the model (prototype
dimension), and a uniform medium dense sand (Ottawa F-65) was used. The soil had a relative
density of Dr = 65% and a 5° slope (more details in Table 5). A sketch of the laminar box and the
instrumentation that was used is shown in Figure 9. The lateral input shaking (motion 2) applied to the
base of the model and its corresponding 5% damped pseudo acceleration response spectra are shown

in Figure 10.
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Table 5. Index parameter of Ottawa F-65 Sand (Parra et al. (2017) [35]).

Property Value

Specific gravity 2.665
Maximum dry density 1736 kg/m3
Minimum dry density 1515 kg/m3

D10 0.133 mm
D50 0.173 mm
D60 0.215 mm

Hydraulic conductivity =~ 0.016 cm/s
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Figure 9. Laminar box container of LEAP centrifuge test (C). All dimensions are in meters (Ziotopoulou
(2018) [29]).
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Figure 10. (a) Lateral acceleration at the base of the laminar box of LEAP conducted at Rensselaer
Polytechnic Institute, RPI (Kutter et al. (2018) [33]) (b) 5% damped spectral acceleration at the base of
the laminar box of LEAP conducted by RPI.

3.1.2. Model Input Parameters

The multi-yield-surface plasticity constitutive model has 14 parameters that must be calibrated
to reproduce the liquefaction phenomenon and the lateral spreading. Table 3 shows the parameters
we used for Nevada sand (Dr = 40%) and Ottawa F65 sand (Dr = 65%). The calibration was realized
by trial and error to obtain a good fit to the measured response of the centrifuge tests. Peak shear
strain, friction angle, and phase angle were estimated from the triaxial tests of VELACS (Arulmoli et al.
(1992) [36]) and LEAP (Carey et al. (2017) [34]). The coefficient of lateral pressure was estimated using
Jaky’s relation (Jaky (1944) [37]). The shear wave velocity was estimated using correlations by Seed and
Idriss (1970) [38]. Default values were used for the contraction, dilation, and liquefaction parameters
(c1, ¢, d1, dp, lig), and the number of yield surfaces (Elgamal et al. (2015) [26]). Finally, additional
Rayleigh-type damping was set using the modulus reduction curves and the damping curves proposed
by Darandelli (2001) [39].
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3.1.3. Comparison of Results

The modeling approach was verified by comparing various dynamic responses under earthquakes

loading using two experimental cases: M2-2 and RPI-02, from the VELACS and LEAP projects,
respectively. Figures 11-13 show the good fit between predicted and measured excess pore water
pressure (EPP), horizontal accelerations, and lateral displacements from these two tests. In the case
of RIP-02 lateral displacement, no measurements were made, so we used the numerical results of
Ziotopoulou (2018) [29], Case B, for comparison.
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Figure 11. Numerical versus experimental excess pore pressure in (a) M2-2 and (b) RPI-02 at two
different depths.
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Figure 12. Numerical versus experimental horizontal accelerations in (a) M2-2 and (b) RPI-02.
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Figure 13. (a) Numerical and experimental lateral displacement at the surface in M2-2, and (b)

numerical displacement in RPI-02 with Cyclid1D simulation and Fast Lagrangian Analysis of Continua,

FLAC (Ziotopoulou (2018) [29]).

Figure 14 shows the good fit between the predicted and the measured lateral displacements from

centrifuge tests of Table 4.
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centrifuge tests.

3.2. Validation with Historical Cases

100

Measured Lateral Displacement [cm]

Estimated versus measured lateral displacements using CycliclD from selected

Validation using field case histories is more challenging due to the inherent variability of soil and

earthquake properties. We simulated the response of two case-histories of lateral spreading during
large-magnitude subduction earthquakes: the Lo Rojas Port, in the 2010 Mw8.8 Maule Chile earthquake,
and the Matanuska Bridge in the 1964 Mw 9.2 Alaska earthquake. As site effects are considered
explicitly in the numerical model approach, only strong motions recorded in rock stations are adequate
for this study. For the Chile case, we used the records from the Rapel Station (34.0° S 71.6° W) from
both horizontal components (PGAng = 0.20 g and PGAgw = 0.19 g), where PGA = Peak Ground
Acceleration. For the Alaska case, we used synthetic records estimated by Mavroeidis et al. (2008) [40]
for the city of Anchorage in both horizontal components (PGAns = 0.25 g and PGAgy = 0.23 g).
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3.2.1. Description of Field Conditions

For the Lo Rojas site, there is reliable information on layer stratification, in situ testing,
and laboratory tests documented in De la Maza et al. (2017) [22] and Barrueto et al. (2017) [41].
Likewise, the papers of Bartlett and Youd (1992) [42] and Gillins and Bartlett (2014) [19] show test field
data from the Matanuska site.

For the Lo Rojas site, the same modeling section selected by De la Maza et al. (2017) [22] was
used for validation. This geotechnical model was developed according to the bathymetry and field test
information provided by the Ports Department of the Ministry of Public Works. According to Barrueto
et al. (2017) [41], the soil profile was composed of four soil units, from top to bottom: poorly graded
sand (~10 m thick), clayey sand (~9 m thick), high plasticity clay (~5 m thick), and low plasticity clay
(down to 70 m deep before a highly cemented soil). Several laboratory tests were conducted to obtain
the mechanical parameters for the soil layers: monotonic triaxial, cyclic triaxial, and column shear test
(details in De la Maza et al. (2017) [22] and Barrueto et al. (2017) [41]). Table 6 shows the calibrated
parameters used for the Lo Rojas model in this study. Using the pore water pressure-based criteria by
Wu et al. 2004 [43], the numerical results show that the upper poorly graded sand liquefied as the
excess pore pressure ratio (ry) reached 1.0 after 20 seconds during the seismic event.

Table 6. Model parameters for the Lo Rojas site.

Unit [USCS] Depth[m] p [KN/m3] Vs[m/s] coeff ko ¢ [°]1 PT[°] Sul[kPa] K [m/s] NYS
SP 0-10 16 203 050 050 314 26.5 - 33x107° 25
SC 10-20 20 224 050 0.65 35 26.5 - 6.6 x107° 20
CH 20-35 20 224 0 0.65 - - 75 1.0 x 1077 20
CL 35-70 21 254 0 0.65 - - 150 1.0 x 1077 20

For the Matanuska site, the modeling section was developed considering the boreholes taken at
the Railroad Bridge Mile Post near the Matanuska River (Bartlett and Youd (1992) [42]). According to
Gillins and Bartlett (2014) [19] the selected soil profile was composed, from top to bottom, of gravel
sand (~6 m thick), well-graded gravel (~2 m thick), poorly graded sand (~5 m thick), clayed sand (~9
m thick), and low plasticity clay (down to 70 m deep before a highly cemented soil). Table 7 shows the
parameters used in the Matanuska model. Figure 15 shows the soil geotechnical layout at both sites.

Table 7. Model parameters for the Matanuska site.

Unit [USCS] Depth[m] p [KN/m3] Vs[m/s] coeff ko ¢ [°] PT[°] SulkPa] K [m/s] NYS
SM 0-6 20 203 0.50 050 31.6 26.5 - 12x1073 20
GP 6-9 20 204 050 0.67 314 26.5 - 1.0x 1077 20
SM 9-17 20 204 050 0.67 314 24 - 6.6 x 1075 20
SP 17-25 20 224 0.50 0.67 314 22 - 6.6 x 1075 20
CL 25-70 21 300 0 0.67 - - 75 1.0x1077 20

The Lo Rojas and the Matanuska sites have a stratigraphy of alluvial sediments characterized
by upper layers of liquefiable sands underlain by clay. For both sites, default values of Cyclid1D
were adopted for the contraction, dilation, and liquefaction parameters (c1, c2, d1, d2, liq), and the
number of yield surfaces (Elgamal et al. (2015) [26]). The coefficient of lateral pressure was estimated
using Jaky’s equation (Jaky (1944) [37]). Mass density was estimated from the Standard Penetration
Test (SPT) sounding from De la Maza et al. (2017) [22] for the Lo Rojas case, and the SPT sounding
from Gillins and Bartlett (2014) [19] for the Matanuska case. Shear wave velocities were obtained
from geophysical field tests from Barrueto et al. (2017) [41] for the Lo Rojas case, and using Mayne
(2007) [44] correlations for the Matanuska case. For the clays in the Lo Rojas site, peak shear strain,
friction angle, and undrained shear strength were obtained from the geotechnical model of De La
Maza et al. (2017) [22] and Barrueto et al. (2017) [41] which were based on monotonic and dynamic
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triaxial tests. For the Matanuska site, we chose pre-defined Cyclic 1D values based on the information
from the boreholes documented in Bartlett and Youd (1992) [42] and Gillins and Bartlett (2014) [19].

6m
r Poorly graded sand 10m Very coarse sand I 3
Gravel

: 8m
Clayey sand 1 Medium sand J I

: 8
High plasticity clay 5m Fine sand I I

N 45m
Low plasticity clay Low plasticity clay dome

] 6° T 0.5°

(a) (b)

Figure 15. Soil layout at (a) the Lo Rojas site, and (b) the Matanuska site

3.2.2. Model Input Ground Motion

The 2010 Maule Mw8.8 earthquake caused extensive damage to ports and bridges (Bray et al.
(2012) [45] and Ledezma et al. (2012) [46]). Liquefaction-induced lateral spreading significantly
damaged the Lo Rojas fishermen port in Coronel, Bio-Bio Region. As De la Maza et al. (2017) [22]
indicated, only strong motions recorded in rock stations are adequate for the numerical analyses. In this
case, recordings in rock stations were obtained at the RAP (Rapel), COV (Convento), and USM (Santa
Maria University). According to the USGS coseismic slip model (Pollitz et al. (2011) [47]), the 3-D
distance to the Rapel Station and the interplate fault is 31 km. That distance is very similar to the one at
the Lo Rojas site, which is approximately 32 km. For that reason, De la Maza et al. (2017) [22] selected
the Rapel (RAP) ground motion. We used the same criterion to select the station to simulate the lateral
spreading in the Lo Rojas site in this study. Figure 16 shows the chosen record (both directions) with a
significant duration of approximately 34 s and a PGA of 0.2 g.

0.20 - 1.0
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0.15 --- RA_EW
0.8
0.10 =
i c
=) o
= 0.05 s
5 508
® 0.00 g
[
= <
g -0.05 7 04
< 0.10 g
’ &o0.2
-0.15
-0.20 0.0
0 10 20 30 40 50 60 70 80 90 10!
Timel[s] Period [s]
(a) (b)

Figure 16. (a) North-South (NS) and East-West (EW) acceleration time histories for the Rapel station,
(b) spectral acceleration (5% damping) of the NS and EW components for the Rapel station.

The 1964 Alaska Mw 9.2 earthquake caused ground failures and collapsing structures from
lateral spreading, and the associated tsunami caused about 130 deaths (Bartlett and Youd (1995) [2]).
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According to Mavroeidis et al. (2008) [40], no strong motion instruments were operative when that
destructive seismic event occurred, so no direct measurement of near field ground motions are available.
Consequently, we used a simulated ground motion at the Anchorage site shared by Mavroeidis et al.
(2008) [40] to reproduce the lateral spreading case. Figure 17 shows the simulated record (both
directions) with a significant duration of approximately 152 s and a PGA of 0.25 g.

0.3 1.0
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--- Anchorage_EW
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0 50 100 150 200 250 300 350 10!
Time[s] Period [s]
(a) (b)

Figure 17. (a) Acceleration time-histories of the NS and EW components of the simulated ground
motion in Anchorage by Mavroeidis et al. (2008) [40] (b) spectral Acceleration (5% damping) of the NS
and EW components.

3.2.3. Simulation Results

Tables 6 and 7 show the constitutive models’ parameters used for the numerical runs. They were
based on the recommendations by Elgamal (2015) [26] and the available geotechnical data of the sites
(De la Maza et al. (2017) [22], Barrueto et al. (2017) [41], Bartlett and Youd (1992) [42] and Gillins
and Bartlett (2014) [19]). For each field site, horizontal motions in both directions were analyzed
and simulated. The average slope of the Lo Rojas site was based on the geotechnical model of the
cross-section by De la Maza et al. (2017) [22]. In Matanuska’s case, Youd et al. (2002) [5] and Rauch
(1997) [48] reported the ground slope of that location in their database.

Figures 18 and 19 show the numerical modeling results of the historical cases in terms of
acceleration, excess pore pressure ratio, and lateral displacement time history. The results in Table 8
demonstrate the applicability of the proposed model. The simulated displacements were reasonably
close to the measured ones, with a maximum difference of about 30%.
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Figure 18. Numerical modeling results using both horizontal motions from the Rapel station.
(a) horizontal acceleration at the surface, (b) excess pressure pore ratio at a 5 m depth, and (c)
lateral displacement at the surface.
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Figure 19. Numerical modeling results using both simulated horizontal motions in Anchorage.

(a) horizontal acceleration at the surface, (b) excess pressure pore ratio at a 13 m depth, and (c) lateral
displacement at the surface.

Table 8. Comparison of results for the historical field cases.

. . Maximum Measured Maximum Simulated Measured/Simulated
Historical Case . . .
Displacement Displacement Ratio
Lo Rojas 2.85m 244 1.20
Matanuska 250 m 3.10 1.30

4. Parametric study using Nonlinear Site Response Analysis

We used the validated numerical methodology in a parametric investigation to study the effects of
the key parameters that affect lateral spreading in subduction events. The synthetic soil profiles are an
idealization of infinite slopes excited by a range of ground motions (Figure 20). The range of ground
motions and soil profiles was selected using various conditions of lateral spreading cases observed in
the field. All input ground motions were recorded during large-magnitude subduction earthquakes.

\ Herust

Hiiq

Crust

Liquefied layer

T

Figure 20. Idealized soil profile used in the parametric study.

4.1. Soil Profiles and Ground Motions

The synthetic soil profile was selected to represent a gently sloping alluvial sand deposit. The soil
profiles were analyzed considering the combination of ground slope inclination (2°), non-liquefiable
crust thickness (5 m), liquefiable layer thickness (10 m), and liquefiable layer SPT resistance (10 and
15 blows/ft). The groundwater level was assumed at the surface in all cases. The base at the bottom of
the profile was modeled as rigid bedrock.

A set of 20 ground motions was obtained from different databases (Kit-NET CISMID, SIBERRISK).
The ground motions were selected from large-magnitude earthquakes (2010 Maule Mw 8.8 earthquake,
2014 Iquique Mw 8.2 earthquake, 2011 Tohoku Mw 9.0 earthquake, and 2001 Moquegua Mw
8.4 earthquake) and were recorded at rock sites (Vs > 760 m/s).
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4.2. Results

A total of 120 nonlinear site response analyses were performed. The numerical models were run in
Cylic1D, and the primary purpose was to obtain, for each model, the maximum lateral displacement on
the surface and correlate it with different intensity measures (IM). For the parametric study, the ground
motions were scaled to 0.11 g, 0.22 g, and 0.33 g of PGA to measure the effect of PGA variability with
lateral displacement. Figure 21 and Table 9 show the main results of the parametric analysis.

Table 9. Correlation between Intensity Measure (IM) and Lateral Displacement (LD).

Intensity Measures (IM) R? ) Is
Cumulative absolute velocity (CAV) 087 093 088
Housner intensity (HI) 078 088 0.79
Sustained maximum velocity (SMV) 078 088 0.79
Peak ground velocity (PGV) 077 088 078
Velocity spectrum intensity (VSI) 076 087 078
Arias intensity (AI) 073 08 077
Specific energy density (SED) 066 081 0.85
Intensity characteristic (Ic) 058 078 0.62
Uniform duration (UD) 055 076 0.72
Room-mean square velocity (VRMS) 048 046 048
Significant duration (D5 g5) 048 0.69 0.60
Mean period (Tm) 047 0.68 0.60
Bracketed duration (BD) 030 055 0.69
Effective design acceleration (EDA) 029 054 053

Sustained maximum acceleration (SMA)  0.25 050 044
Acceleration spectrum intensity (ASI) 021 070 0.50
Room-mean square acceleration (ARMS) 021 046 0.63
Parameter A95 (A95) 0.03 018 034
Predominant period (Tp) 0.01 -005 017
Room-mean square displacement (DRMS) 0.01 -0.02 0.06

The coefficient of determination (R?), the Pearson correlation coefficient (p), and the Spearman
rank correlation coefficient (rs) were used to quantify the correlation between lateral displacements
at the surface (LD) and intensity measurements. These correlation coefficients can range from —1 to
+1, where —1 means total negative correlation, 0 means no correlation, and +1 means total positive
correlation. As Table 9 shows, the most influential parameters were CAV = cumulative absolute
velocity (R2 =0.87, p = 0.93, rs = 0.88), HI = Housner intensity (R2 =0.78, p =0.88, rs = 0.79) and SMV
= Sustained Maximum Velocity (R2=10.78, p = 0.88, rs = 0.79). In this case, the three coefficients are the
highest. On the other hand, the least influential parameters were Tp = predominant period (R? = 0.01,
p = —0.05, rs = 0.17) and DRMS = root-mean-square displacement (R% =0.01, p = —0.02, rs = 0.06).
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Figure 21. Relationship between the selected intensity measures (IM) and lateral displacement (LD).
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5. Conclusions

Current liquefaction-induced lateral spreading prediction equations exhibit a large margin of error
for large-magnitude subduction earthquakes. Based on the results of our parametric study, the main
findings are:

(1) The numerical methodology used in this study (using Cyclic1D) can properly simulate pore water
pressure generation and shear modulus degradation under strong earthquakes.

(2) The applicability of the numerical methodology was verified by comparing the simulated
responses and the recorded ones in the centrifuge tests of the VELACS and LEAP projects,
and those from simulated historical cases.

(3) Our parametric study shows that, for the analyzed cases, the residual lateral displacement has
a better correlation with CAV = cumulative absolute velocity (R =0.87, p = 093, rs = 0.88),
HI = Housner intensity (RZ=0.78, p = 0.88, rs = 0.79) and SMV = sustained maximum velocity
(R2=0.78, p = 0.88, rs = 0.79).

(4) For large-magnitude subduction earthquakes, the use of the distance terms in empirical formulas
is still problematic.

(5) In future stages of this research, a probabilistic approach that incorporates different sources of
uncertainty in seismic loading, soil properties, and soil geometry will be developed.
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Nomenclature
. . L Threshold of acceleration when
R Distance from site to the seismic source ~ A95 95% of Al is achieved
D1 Hypocentral distance EPP Excess pressure pore
D2 Epicentral distance I'u Excess pressure pore ratio
D3 Closest distance to high-stress zone SPT Standard Penetration Test
D4 Closest distance to the edge of the Vmax/Amax Maximur.n Velo?ity to maximum
fault rupture acceleration ratio
Closest distance to the surface . -
D5 . Ic Intensity characteristic
projection of the rupture
i Ground slope SED Specific energy density
Dr Relative density CAV Cumulative absolute velocity
H Liquefied Thickness ASI Acceleration spectrum intensity
amax Maximum horizontal acceleration VSI Velocity spectrum intensity
Dh Lateral displacement at the surface HI Housner intensity
0 Mass density SMA Sustainec.l maximum
acceleration
Vsr Reference shear wave velocity SMV Sustained maximum velocity
coeff  Confinement dependence coefficient EDA Effective design acceleration
KO Coefficient of lateral pressure Perm k Permeability coefficient
0} Friction angle Tp Predominant period
Y Peak shear strain Tm Mean period
NYS  Number of yield surfaces SD Significant duration
PT Phase transformation angle UuD Uniform duration

cl Contraction parameter 1 BD Bracketed duration
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2 Contraction parameter 2 PGV Peak ground velocity

d1 Dilatation parameter 1 PGD Peak ground displacement

d2 Dilatation parameter 2 Al Arias intensity

Liq Liquefaction parameter ARMS Root-mean-square acceleration

LD Lateral c':hsplacement at. the VRMS Root-mean-square velocity

surface in the parametric study

PGD  Peak ground displacement DRMS Root-mean-square displacement
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