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Abstract: We present the intelligent governor for the smart grid system (IGNORE) to limit the success
of attacks when a grid’s cyber system has been compromised and leveraged by an adversary to
mount attacks on the physical system. IGNORE is based on the concept of the security reference
monitor. It is a component that serves to protect a system from attacks that are more severe and
frequent than is acceptable by enforcing security policies on the actions of the system’s higher-level
functions. It enforces security and safety policies by ignoring commands issued by a system’s
higher-level functions if by executing those commands may cause violations of its security and safety
constraints. The underlying principle for generating security policies is the requirement and safety
property that evaluates whether commands issued by a cyber system are required and safe in/for the
physical system. Our key contribution is to present the methodology to design a governor for a grid’s
higher-level function, that is, demand response. We define a set of attacks prevented by the governor,
a set of rules that define the governor, and demonstrate its effectiveness through empirical results.
This work sheds light upon how a higher-level functionality of a smart grid system is protected
by analyzing the system’s cyber and physical aspects even when some parts of the cyber system
are compromised.
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1. Introduction

A smart grid is a cyber–physical System (CPS) where physical processes, such as power demand
and supply, are controlled and monitored from the cyber domain through advanced computation
and communication technologies with humans in the loop [1]. The advancement in information and
communication technology facilitates efficient grid operations, such as controlling load, distributed
generation, resource allocation, and state monitoring through advanced metering infrastructure (AMI).
The increase in the deployment of smart meters [2] enables various features such as demand response
(DR) through which power engineers control the power demand and supply of a wider geographical
area remotely. However, the dependency of the grid’s functionalities such as DR on the cyber domain
makes it susceptible to cyber–physical attacks (CPA) [3,4]. Power engineers deploy security resources,
such as intrusion detection systems [5,6] or patch the grid’s cyber functions [7,8], to protect its cyber
domain. However, recent attacks [3,4] show such resource allocation is not sufficient. Although it is
necessary to deploy security resources in the cyber domain, it is also vital to prevent attacks even when
cyber systems are compromised, in order to cover the worst-case scenario.

Over the last decade, researchers have focused on understanding the dynamics and evaluating
the resilience of the grid in the presence of CPA [7–18]. They demonstrated how a cyber-attack
propagates to the physical world and destabilize the grid by manipulating power demand and supply.
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AlMajali et al. [11] presented the load drop attack to perform a transient sensitivity analysis of the
power grid that changes the frequency (beyond a threshold) in a zip code causing generators to trip.
Soltan et al. [19] show how an adversary controlling a high wattage IoT devices botnet degrades the
resilience of the grid. A similar kind of attack is presented by Dabrowski et al. [15] where they increase
the power demand by remotely activating the Central Processing Unit (CPUs), Graphical Processing
Units (GPUs), etc. By performing contingency simulations in the Power World simulator [9,10,15,19]
or using other power models [12], these approaches demonstrated how a cyber-attack on the grid
impacts its resilience.

While performing contingency analysis, most researchers assume that a cyber system of the grid
is compromised, and they analyze its impact on the physical system. Very few [20–23] focused on
designing a system that prevents malicious commands and maintains the grid’s resilience even when a
cyber system is compromised. Consider an adversary that compromises the DR server. They send
malicious commands to perform load curtailment or load shedding in a zip code to manipulate power
demand, thus destabilizing the grid. As compared to [22,23], our motive in this paper is to prevent a
compromised cyber system from sending legitimate commands that will put the grid in an unsafe state
and start cascading failures.

Ryutov et al. [24] presented a server that provides a security mechanism to monitor and control
load as per the security policies during normal operations as well as in the presence of load-altering
attacks. The limitation of this approach is that it does not consider the undesired malicious commands
that will not physically put the grid in an unsafe state but increase the operational cost in terms
of customer dissatisfaction. Moreover, it does not discuss the following points: (1) a more general
case where power utility (PU) is compromised and sends malicious commands to destabilize the
grid; (2) a different combination of attacks to trick system administrator and how to prevent them
using policy server; and (3) the factors that need to be considered for the implementation of a policy
server. We address these gaps in this paper by designing an intelligent system that evaluates whether
commands issued by a cyber system, which may or may not be compromised, place the grid in an
unsafe state.

In this paper, we present an intelligent governor for the smart grid system (IGNORE) to limit the
success of attacks when a grid’s cyber system has been compromised and leveraged by an adversary to
mount attacks on the physical system.

IGNORE is based on the concept of the security reference monitor. The security reference monitor
is a concept to enforce security policies before taking any action in the system to make sure any action
is not a violation of the system policy. Therefore, the governor is a component that serves to protect a
system from attacks that are more severe and frequent than is acceptable by enforcing security policies
on the actions of the system’s higher-level functions.

A higher-level function of a smart grid refers to an application-level service that serves a wider
motive in the system and without which system is not complete. For instance, the demand response
function is important for the day-to-day resilience of the system. It allows the power utility to control
customers’ load on-demand in response to power fluctuations. A governor may contain modules
corresponding to each higher-level function. Each module consists of security policies that need to be
enforced. A security policy is a set of rules that partition the state of a system into a set of authorized
or secure states, and a set of unauthorized or non-secure states [25]. It defines what actions a governor
should take to make sure the system is in a safe state. A governor not only maintains the safety
properties in the case of attacks originated from compromised components in the system but also
prevents attacks from the subversion of the local system.

The underlying principle for generating a governor’s security policies is the requirement and
safety property. The requirement property is based on the need for certain commands in the system at a
specific time, and the safety property ensures that the system will be in a safe state after implementing
the commands. Based on these properties, IGNORE evaluates whether commands issued by a cyber
system are required as well as safe in/for the system.
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In a smart grid, if an adversary compromises a demand response automation server (DRAS),
they send malicious commands to perform un-safe load shedding (or curtailment) in a region.
The governor for demand response prevents such attacks by evaluating whether load shedding
(or curtailment) commands are required and safe for the system.

In order to understand how to design a governor system for a cyber–physical function, we narrow
the focus of this paper to understanding its application in a smart grid domain. We describe the
methodology to build IGNORE and present its usefulness in the smart grid infrastructure by designing
a governor for its DR function. Moreover, we describe new attack categories, how the governor
prevents those attacks, and what attacks are not prevented.

We are among the first to design a system to prevent a subset of malicious power supply and load
altering attacks from a compromised cyber function in a grid.

Our key contribution is to understand how to design a governor for the grid’s DR functionality,
prevention of different attacks, and factors that should be considered by power engineers while
developing this system, and to show its effectiveness through empirical results. This work sheds
light on how a higher-level function of a smart grid is protected by analyzing the system’s cyber and
physical aspects even when some parts of the cyber system are compromised.

The rest of this paper is organized as follows: Section 2 provides a description of where the
governor is useful. Section 3 provides a brief introduction to the DR functionality. Section 4 presents
attacks on the DR. Section 5 introduces the methodology to design a governor system and Section 6
presents the DR governor. In Section 7, we present the test system which includes a conceptual
overview of DR and power system modeling that is used to perform experiments. Furthermore,
we demonstrate attacks on the grid and show how the governor prevents those attacks. In Section 8,
we discuss a set of administrator’s response when an attack is detected by the governor. Section 9
discusses the limitations of our work. Section 10 discusses how to protect the governor. Finally,
in Section 11, we provide concluding remarks and ideas for future work.

2. Governor Concept

In this section, first, we provide the fundamental concept of the governor and, second, we discuss
the various attack scenarios in different CPS where a governor can/cannot be used and how.

The concept of the security reference monitor allows a system to provide security to its functionality
in order to operate at the boundary of a trusted and untrusted domain [25]. It has the following
properties: it cannot be bypassed and altered and can be verified and tested. The governor is based on
the concept of the reference monitor, which is responsible for evaluating the commands that are issued
by the system’s higher-level function in regard to whether they are required and safe for the local
system. It makes such a decision based on the state information it maintains through communication
with other governors and the system’s components. Table 1 discusses various scenarios where a
governor is useful and why.

In Attack 3, an adversary has compromised a botnet of microwaves and network printers, and the
attacker sends turn on/off commands remotely. Such an attack is not possible to be prevented by a
governor since devices do not involve a feedback loop before initiating or closing their service. It is
difficult for a governor to decide whether commands are legitimate because commands are originated
from the legitimate compromised server. For similar reasons, Attack 4 is not possible to be prevented
by a governor, where there is an adversary-compromised smart meter to control distributed energy
resources (DERs) and end devices in a home. Since an adversary has compromised a system through
they (legitimately) control edge devices, either through a cyber system or mobile app, it is difficult to
detect whether commands issued are required and safe for the system or the device itself.

In the case of a thermostat (Attack 1), it decides whether to turn on/off the heat based on the
current temperature. If a customer physically specifies the rule on the device to not turn off the heat
if the temperature is below X and an adversary sends a malicious command remotely to turn it off,
this type of attack can be prevented by the governor. The governor placed on the device containing
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the temperature sensor will enforce the security policy to not to turn off the heat if the temperature is
below X. For a similar reason, Attack 2 can be prevented since a circuit breaker takes action based on
the current readings from the system. In these scenarios, we place the governor near the edge devices
and enforce a security policy to prevent attacks that control their functionality directly.

Table 1. Attack scenarios where a governor might be useful.

Access Feedback
Loop Exist Attacks Governor

(Where?) Why?

Directly Yes

1. Using botnet to turn on/off IoT
devices such as thermostats, Remote
Terminal Units (RTUs) for pipeline,

vehicles, etc. [19,26–28].
2. Using a cyber system in power

utility, an adversary controls circuit
breakers. [29]

Yes (local edge
device)

Such devices change their
functionality based on sensor data or
state information. For instance, the

thermostat does not turn off the heat
if the temperature is below the value

of X. A circuit breaker trips if the
current is beyond a threshold value.
The governor can be used to enforce

the security policy.

No

3. Using botnet to turn on/off IoT
devices such as microwaves, or other

high wattage devices. [19]
4. Using a cyber system in power
utility, an adversary turns on/off

storage units or Distributed Energy
Resources (DERs).

No

Such devices do not take actions
based on the state information. If

someone wants to use the microwave,
the attacker turns on the microwave

either via physical access or through a
mobile app remotely. The governor

cannot be used to prevent attacks that
control such devices maliciously.

In-directly Yes

5. Using a cyber system in power
utility or Demand Response

Automation Server (DRAS), an
adversary sends malicious signals to

control Demand Response (DR)
functionality [24].

Yes (where
commands are

issued)

Functionality is implemented by a
cyber component based on the state

information. For instance, DRAS
sends load curtailment signals to

customers to curtail load in response
to contingency. The governor enforces

the required and safety property to
commands that are issued by DRAS to
verify the need for those commands.

Yes

6. Using a cyber system in power
utility, an adversary sends malicious
signals to the Automatic Generation

Control (AGC) [30].

Yes (local to AGC)

In some cases, a governor can be used to prevent attacks at the locations from where commands are
originated based on the state information. For instance, in Attack 5 and 6, DRAS in the cyber domain
sends load curtailment commands to the customers who have enrolled in the DR functionality to curtail
load in response to contingency. An adversary compromises the DRAS server and sends malicious
load curtailment commands. The governor placed adjacent to DRAS will capture these commands and
enforce a security policy before allowing commands to go through. It checks whether load curtailment
command is required and safe for the system based on the state information it maintains. In this
scenario, a governor is placed where commands are originated, not near the edge devices.

All these attack scenarios elucidate that it is possible to prevent those attacks where commands
are issued from a compromised cyber domain that is responsible for controlling functionality, and end
devices must have a feedback loop to make a decision.

3. Background

In this section, we provide background information regarding DR function. For more details,
refer to [31–38].

Power utility (PU) maintains two types of reserves, namely, regulating and contingency
reserves [32]. The regulating reserve is used in response to regular load changes, whereas the
contingency reserve is used in response to generation losses. Both reserves are composed of spinning
and non-spinning reserves. The spinning reserve is the generation capacity that is synchronized to
the power system and can be used without any further delay—for instance, load shedding via DR.
The non-spinning reserve is an unattached capacity to the grid but can be made available in a specific
period, such as in combustion turbines, or power storage units. The normal frequency range in the US
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is 60 Hz. If a power utility is unable to supply power to meet peak demand, the grid’s frequency will
start decreasing. Moreover, if frequency crosses the under-protection threshold, the protection relays
disconnect generators, and this may lead to cascading failures [39,40].

DR is the smart grid technology that involves customers to adapt their electricity consumption
from normal consumption patterns in response to contingencies. PU implements DRAS to perform DR
functions in various areas. Each DRAS is assigned a set of zip codes and receives power consumption
readings from those areas via aggregate load servers. PU and DRAS issue DR/AMI commands
(see Figure 1) to perform load curtailment, send price signals, and control DER. PU responds when
contingency occurs in an area and response needs to be taken in a different area. DRAS responds when
a response needs to be taken in the same area during contingency. If DRAS is not able to mitigate the
contingency, it requests PU to take action. Then, PU issues DR/AMI commands to DRAS of a different
area. DRAS computes the percentage of customers (who are enrolled in the DR program) to issue
commands so that area frequency is within the safe operational range.
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Figure 1. Cyber network for the demand response. It also shows where to deploy the governor to
prevent attacks that are originated from compromised power utility and DRAS servers.

4. Attack via Demand Response

In this section, we discuss the threat model and different attack scenarios that originate from the
compromised DR functionality to manipulate power demand and supply. Although an adversary
performs attacks to compromise the confidentiality and availability [37,38], the description of such
attacks are out of the scope of this paper.

4.1. Threat Model

An adversary scans the business network endpoints accessible over the internet to find their
vulnerabilities. They perform a social engineering attack via spear-phishing emails to gain information
regarding the credentials of employees. Once they know the credentials, they impersonate employees
and enters the business network. Here, they compromise various systems of the grid’s business
network [41] and discover which system is responsible for the DR functionality and power supply
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(as similar to the Ukraine Power grid attack [3]). They gain control over those systems with the
primary motive to manipulate the power demand and supply at a strategic time by leveraging the
information from the independent system operator (ISO) website [42]. We assume an adversary has
already compromised a cyber system of PU and DRAS from where they send malicious commands
to manipulate the power demand and supply remotely in different areas. Their motive is to either
destabilize the grid or increase the operational cost by performing irrelevant load shedding or
curtailment, increasing power supply via DER units, and disconnecting circuit breakers that connect
generators to the grid. These attacks can cause large-scale cascading blackouts as in the cases of
Arizona in 2011 [40] and India in 2012 [43].

4.2. Manipulation of Power Supply

Case 1: Distributed energy resources (DER) manipulation: An adversary has compromised DRAS
to send malicious commands to X% of smart meters in an area to a) disconnect DERs from the grid
when it is required, or b) dispatch DER power when it is not required.

The adversary leverages power demand and supply information from the ISO website to decide
the timing of this attack to cause maximum damage. By controlling DER functionality, the adversary
controls the power dispatch to manipulate area frequency.

Case 2: Disconnect circuit breaker: An adversary has compromised a cyber system in a PU to
send malicious disconnect commands to X% of breakers with the aim of disconnecting generators from
the grid.

Circuit breakers, controlled by relays, are used to automatically protect the system from high fault
currents. Relays make a decision to either open or close a breaker based on processing measurements
such as voltage level, power flows, and area frequency. If an adversary modifies the settings of the
relay, the grid becomes susceptible to CPAs. By disconnecting circuit breakers, the attack disconnects a
generator from the grid, thereby reducing the power generation and supply in an area that incurs a
cost to a PU in terms of exhausting contingency resources to satisfy a reduced generation.

4.3. Manipulating Power Demand (Load)

Case 3: Malicious load curtailment: An adversary has compromised DRAS or cyber system in PU
to send malicious commands to X% of smart meters in an area to perform irrelevant load curtailment.

Load curtailment is a DR function to request customers who are enrolled in the DR program,
and they participate to reduce their power consumption in response to contingency. It is treated as a
regulating reserve. PU has the power supply and consumption information of all areas, and DRAS
has information about its own area. If there is any contingency, such as low power generation or
high power demand, they know how much load to curtail from a specific area. The DRAS server
decides the number of customers in its area and how much load each customer should curtail on a
rotating basis [32]. This satisfies two objectives: (1) fairness, since the load is spread across all the
customers, and (2) the impact of load curtailment on a customer is reduced. Once decided, it sends
load curtailment commands to all customers.

Case 4: Malicious load shedding: An adversary has compromised DRAS or cyber system in PU
to send malicious commands to X% of smart meters in an area to perform irrelevant load shedding.

Load shedding is used to reduce the load in response to contingency where the grid is not able to
provide generation to satisfy demand. This functionality is used in extreme conditions where there is a
huge generation loss in an area. It is treated as a contingency reserve. DRAS decides the number of
customers in a zip code to send disconnect signals to shed the load.

4.4. Area-Wise Attacks

We examine six variations of the manipulation of load attacks, which are based on the following
factors: contingency, response, and attack (CRA). These factors state in which area contingency occurs,
in which area power utility responds to that contingency, and, finally, in which area an adversary
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performs an attack. Suppose X and Y represent the two areas shown in Figure 1. Table 2 shows six
different attack scenarios, which follow the threat model described in Section 4.1.

Attack 1: Suppose A% generation loss occurs in area X. Since a response is taken in the same area,
it is taken by DRAS X. DRAS X asks customers to curtail B% of the load to maintain area frequency
within secure limits. An adversary leverages the information about the contingency and issues extra
C% load curtailment commands from compromised DRAS X.

Attack 2: Similar to Attack 1, but here, an adversary issues C% load curtailment commands from
compromised DRAS Y in area Y, which is different from X.

Attack 3: This is a combination of Attack 1 and 2, where an adversary issues load curtailment
command in both areas X (C%) and Y (D%).

Attack 4: Suppose A% generation loss occurs in area X. Since a response is taken in area Y, it is
taken by PU which issues commands to DRAS Y. Then, DRAS Y asks customers to curtail B% of
the load to maintain area frequency within secure limits. An adversary issues C% load curtailment
commands from compromised DRAS X in area X.

Attack 5: Similar to Attack 4. An adversary issues extra C% load curtailment commands from
compromised DRAS Y in area Y.

Attack 6: This is a combination of Attack 1 and 5, where the system responds in both areas X and
Y, and an adversary issues malicious load curtailment command in both area X (C%) and Y (D%).

The primary idea behind different attack scenarios is that DRAS provides local safety, checking
whether there is any contingency in an area it is responsible for. If yes, it automatically sends load
curtailment or shedding commands. It is unaware of the scenario in another area and, thus, it can be
leveraged by a malicious entity to perform complex attacks that are hard to detect and stop.

Table 2. Area wise attacks based on CRA (confidentiality, response and attack) principle. Suppose X
and Y represent the two areas (1 and 2) shown in Figure 1.

Attack No. Contingency Area Response Area Attack Area

1 X X X
2 X X Y
3 X X X,Y
4 X Y X
5 X Y Y
6 X X,Y X,Y

5. IGNORE

We present the intelligent governor for the smart grid system (IGNORE) to prevent attacks from a
compromised cyber system that is leveraged by an adversary to mount attacks on the physical system.
We discuss what a governor is, what the actions taken by a governor are and, finally, the methodology
to design a governor for a grid’s higher-level function.

5.1. The Governor and Its Properties

The governor is a component that serves to protect the smart grid from attacks that are more
severe and frequent than is acceptable by enforcing security policies on the actions of the system’s
higher-level functions. It acts as a reference monitor that enforces security policies. It defines what
actions a governor should take to make sure the system is in a safe state. The governor receives state
information from different components and can interact with other governors in order to make a
decision. Most importantly, it provides local safety first.

The underlying principle for generating security policies for a higher-level function is the
requirement and safety property. For instance, load shedding is used as a contingency reserve,
and commands must be issued when there is a generation loss or huge peak demand. If there is no
contingency in the system, shedding commands are not required. This forms the requirement policy.
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For the safety policy, the administrator must check after implementing the load shedding in an area;
the area frequency must not go beyond the lower- or upper-frequency threshold limit. The system
administrator should understand the functionality for which a governor is designed and then perform
sensitivity analysis to drive security policies, which will be enforced by the governor.

5.2. Methodology to Design a Governor

1. Specify a higher-level function that a governor should protect, even if cyber components that
support this function are compromised.

2. Identify the set of actions issued by cyber components that are responsible for the function.
3. Understand and specify the impact of the set of actions on the smart grid through sensitivity

analysis. The sensitivity analysis is utilized to understand up to what point a system is resilient
to the changes in a specific function. It draws a boundary between the safe and unsafe zone when
certain system parameters change due to changes in a function.

4. Understand and state the scenarios when those actions are required and safe in/for the system.
5. List the set of rules to describe the safety and requirement policy that the governor should evaluate

for each action.
6. Specify how the governor will evaluate commands and from where it will receive information

about the system to perform an evaluation.
7. The governors should be placed near the command issuing entity. For instance, DRAS and PU in

the case of DR.
8. Describe how the governor will be protected from cyber-attacks and how it updates the secure

policy modules remotely so that system administrators can add more functional modules.
The protection of a governor from cyber-attacks is out of the scope of this paper. We assume that
the system administrator follows standard approaches to protect the cyber system [34,44].

6. IGNORE for Demand Response

In this section, we design a governor for the DR functionality of the grid.

6.1. Governor Design

The governor consists of a policy server, power simulator for sensitivity analysis, and a database
(see Figure 2).

First, we need to decide where to place the governor for DR functionality. Since commands are
either issued by DRAS or power utility (PU), we place governors close to each DRAS and another at
PU (see Figure 1). The policy server receives commands through a designated input port from the
DR server. It cannot accept commands from other functionalities. It interacts with the database from
where it gathers the state information about the local power system. The state information is collected
from the aggregators which provide the power demand and supply information, the parent governor
(PU governor shown in Figure 2), and contingency information from PU. All DRAS governors send
their decision to the PU governor.

The governor is distributed at different levels because commands are issued by different systems.
The primary motive of the governor is to prevent malicious commands from reaching end systems.
The PU governor prevents commands at a higher level, as it has the state information at various areas.
The DRAS governor is closer to the local area and therefore it is important to evaluate commands
locally. By implementing the governor for DR, we prevent all those attacks that are originated from
compromised DRAS or the PU sub-system. If an adversary is able to control home devices directly
(such as in [19]), the governor is unable to prevent those attacks.



Appl. Sci. 2020, 10, 6236 9 of 24
Appl. Sci. 2020, 10, x FOR PEER REVIEW  9 of 24 

 

Figure 2. Governor design. Security operations center (SOC), RTDS: real‐time power system digital 

simulator. 

First, we need to decide where to place the governor for DR functionality. Since commands are 

either issued by DRAS or power utility (PU), we place governors close to each DRAS and another at 

PU (see Figure 1). The policy server receives commands through a designated input port from the 

DR server. It cannot accept commands from other functionalities. It interacts with the database from 

where it gathers the state information about the local power system. The state information is collected 

from the aggregators which provide the power demand and supply information, the parent governor 

(PU governor shown in Figure 2), and contingency information from PU. All DRAS governors send 

their decision to the PU governor.   

The  governor  is  distributed  at  different  levels  because  commands  are  issued  by  different 

systems. The primary motive of the governor is to prevent malicious commands from reaching end 

systems. The PU governor prevents commands at a higher level, as  it has the state  information at 

various areas. The DRAS governor is closer to the local area and therefore it is important to evaluate 

commands  locally. By  implementing  the  governor  for DR, we  prevent  all  those  attacks  that  are 

originated from compromised DRAS or the PU sub‐system. If an adversary is able to control home 

devices directly (such as in [19]), the governor is unable to prevent those attacks. 

Second,  the  policy  server  verifies  commands  against  two  policies:  requirement  and  safety. 

Requirement policy checks: (1) verification of whether customers to whom commands are sent have 

enrolled  in  the DR program and  (2) verification of whether a set of commands are required  to be 

implemented.  The  safety  policy  checks whether  the  power  system will  be  in  a  safe  state  after 

implementing those commands. The safety policy makes use of a real‐time power simulation tool, 

RTDS (real‐time power system digital simulator) [45], to make decisions. RTDS is used extensively 

in the industry to understand a grid’s behavior in the presence of contingencies. In this paper, we use 

the academic version of the Power World simulator to compute the safety condition for a sample grid 

described in Section 7. 

Third, after evaluating the commands, the governor either allows commands to go through or 

blocks commands since they are malicious. In the latter case, it notifies the security operations center 

(SOC) about the malicious commands so that power engineers start the containment procedure for 

Figure 2. Governor design. Security operations center (SOC), RTDS: real-time power system
digital simulator.

Second, the policy server verifies commands against two policies: requirement and safety.
Requirement policy checks: (1) verification of whether customers to whom commands are sent
have enrolled in the DR program and (2) verification of whether a set of commands are required
to be implemented. The safety policy checks whether the power system will be in a safe state after
implementing those commands. The safety policy makes use of a real-time power simulation tool,
RTDS (real-time power system digital simulator) [45], to make decisions. RTDS is used extensively in
the industry to understand a grid’s behavior in the presence of contingencies. In this paper, we use the
academic version of the Power World simulator to compute the safety condition for a sample grid
described in Section 7.

Third, after evaluating the commands, the governor either allows commands to go through or
blocks commands since they are malicious. In the latter case, it notifies the security operations center
(SOC) about the malicious commands so that power engineers start the containment procedure for
the DR area to prevent an attack from propagating to other parts of the system. How SOC performs
containment is out of the scope of this paper, but we discuss administrator responses in Section 8.

Finally, PU is responsible for updating the governor’s software securely. We provide details of
how to protect the governor system in Section 10. In the next sub-section, we present governor rules.

6.2. Governor Rules

We present PU and DRAS governor rules to prevent attacks described in Section 4. We state
commands issued by PU and DRAS and specify rules evaluated by the governor.

6.2.1. Power Utility Governor Rules

PU issues DR commands either when a contingency occurs in an area and response is to be taken
in a different area, or when DRAS is not able to maintain power demand and supply.
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Command 1: LOAD_CURTAILMENT (L Mega Watts (MW) load to curtail to DRAS Y).
Rule 1.1: Required Policy
Steps:

1. PU issues this command to DRAS Y.
2. The PU governor verifies whether there is any contingency that led to reduced generation in

some areas or hikes in demand based on the state information collected in the database.
3. If there is contingency, ALLOW. It signs the command and forwards it to DRAS Y; otherwise,

DISALLOW.

Rule 1.2: Safety Policy
Steps: Checked by the DRAS Y governor using the safety policy in Rule 5.2.

Command 2: LOAD_SHEDDING (L MW load to shed to DRAS Y).
Rule 2.1: Required Policy
Steps:

1. PU send this command to DRAS Y.
2. The PU governor verifies whether there is any contingency that led to reduced generation in

some areas or hikes in demand based on the state information collected in the database.
3. If there is contingency, ALLOW. It signs the command and forwards it to DRAS Y; otherwise,

DISALLOW.

Rule 2.2: Safety Policy
Steps: Checked by the DRAS Y governor the using safety policy in Rule 6.2.

Command 3: DER_DISPATCH (L MW dispatch from DERs to DRAS Y).
Rule 3.1: Required Policy
Steps:

1. PU send this command to DRAS Y.
2. The PU governor verifies whether there is any contingency that led to reduced generation in

some areas or hikes in demand based on the state information collected in the database. It knows
whether to use DER to increase generation for some time.

3. If yes, ALLOW. It signs the command and send it to DRAS Y; otherwise, DISALLOW.

Rule 3.2: Safety Policy
Steps: Checked by the DRAS Y governor using the safety policy in Rule 4.2.

6.2.2. DRAS Governor Rules

DRAS issues DR commands when contingency occurs and response is taken in the same area.
If DRAS is not able to maintain power demand and supply, it asks PU to take action. DRAS computes
the percentage of customers (who are enrolled in DR program) on a rotating basis [32] to send
commands in order to mitigate contingency.

Command 4: DER_DISPATCH (X% of customers in area Y).
Rule 4.1: Required Policy
Steps:

1. The DRAS governor verifies whether the command is issued by PU. If PU issued this command,
the PU governor would have verified the need of the command and signed it before sending it
to DRAS.

2. The DRAS governor will verify the signature of the PU governor and ALLOW the command.
If the command is not signed by the PU governor, that means it is originated from DRAS; jump to
step 3.
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3. The DRAS Y governor needs to check whether generation loss occurred or is about to occur in area
Y. The DRAS Y governor receives information about the power supply and demand from local
aggregators and about any contingency in all areas from the PU governor. Therefore, using the
state information, the DRAS Y governor verifies whether there is (or will be) any generation loss
in area Y.

4. If yes, it will ALLOW dispatching of the power to compensate the generation loss; otherwise
DISALLOW.

Rule 4.2: Safety Policy
Steps:

1. Since the command is required to be implemented because of generation loss in area Y, the governor
checks whether it is safe to execute. In area Y, the governor has power consumption readings,
power supply readings, and the area frequency from aggregators.

2. It evaluates whether the power supply increase from X% DERs in that area will put the area
frequency in a safe state. Each area has a certain power supply PS(t) that can be increased for a
certain period before area frequency crosses the over-protection frequency threshold.

3. If the increase in supply is less than PS(t), it is safe—ALLOW; otherwise, DISALLOW.

Command 5: LOAD_CURTAILMENT (X% of customers in area Y; LX load to curtail at each
customer; L MW load to be curtailed signed by the PU governor).

Rule 5.1: Required Policy
Steps:

1. If generation loss occurs in area X and load curtailment needs to be performed in area Y,
the command must be issued by PU, jump to step 2. If generation loss occurs in area Y and load
curtailment needs to be performed in the same area, jump to step 3.

2. PU issued the signed load curtailment command to DRAS Y. When DRAS Y issues commands to
all customers, the DRAS Y governor captures these commands and verifies the signature of the
PU governor for the recent timestamp and verifies the total load that has to be curtailed using the
signed information. If

∑
x Lx � L , ALLOW; otherwise, DISALLOW.

3. By leveraging the state information from the database, the DRAS Y governor determines whether
there is any contingency in the same area. If there is no contingency in the same area, discard
the commands.

4. If there is contingency in area Y, each governor has Z% (in addition to the generation loss) to
which it will allow load drop commands to go through. This will provide the maximum load that
can be dropped. Let Z = 10%. If contingency is of 20% generation loss, the governor has a load
drop allowance of 20–30%.

Rule 5.2: Safety Policy
Steps:

1. Every area has the total load P(t) that can be dropped over time so that the system remains in a
safe state (the frequency never crosses the over-frequency threshold). P(t) is computed based
on the power demand and supply in area Y through sensitivity analysis in the Power World
simulator (described in Section 7.2).

2. Compute the total load curtailed as D(t) =
∑

x Lx. If D(t) < P(t), ALLOW; otherwise, DISALLOW.

Note: The P(t) value for a time period is computed by the RTDS in reality. In this paper, we compute
P(t) via Power World sensitivity analysis (described in Section 7.2).
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Command 6: LOAD_SHEDDING (X% of customers in area Y to shed load; L MW load to be
curtailed and signed by the PU governor)

Rule 6.1: Required Policy
Steps:

1. If generation loss occurs in some areas and load shedding needs to be performed in area Y,
the command must be issued by PU; jump to step 2. If generation loss occurs in area Y where
commands are issued, jump to step 3.

2. PU issued the signed command to DRAS Y. The DRAS Y governor will verify the signature of the
PU governor for the recent timestamp and verify the total load needs to be shed using the signed
information. If it holds, ALLOW; otherwise, DISALLOW.

3. If there is no contingency in the same area, discard the commands. If there is contingency in the
area, it will compare the generation loss plus Z% with the total percentage of load to be dropped.

Rule 6.2: Safety Policy:
Steps:

1. The governor has the information about the load of X% customers in area Y; D(t) =
∑

x Lx.
Verify the total load shed by disconnecting X% customers in area Y for a given time period
with P(t).

2. If D(t) < P(t), ALLOW; otherwise, DISALLOW.

Rule 7: Customer Policy for the DRAS Y Governor.
Steps:

1. The DRAS governor checks whether customers have enrolled in the DR program.
2. Customers to whom commands are sent should not be hospitals or critical infrastructure where

power supply is required all the time.
3. If customers have not enrolled in the DR program and commands are sent to critical infrastructure,

DISALLOW; otherwise, ALLOW.

6.2.3. Load Shedding Attack Use Case

Suppose an adversary has already compromised a DR cyber system in PU. They send malicious
load shedding commands to DRAS Y to shed L MW of the load from area Y. In the absence of the PU
governor, commands are delivered to DRAS Y. DRAS Y computes the total number of customers to
send load shedding commands based on the power consumption of each customer. Again, in the
absence of the DRAS governor, the commands are delivered to all customers. The customers are
disconnected from the grid and load drop occurs, which can make the grid unstable.

Now consider the case when PU and DRAS governors are present. The command goes through
the PU governor, and it evaluates whether this command is required or not according to Rule 2.1.
The PU governor verifies whether there is any contingency in the system that led to reduced generation
in some areas, or whether there is a hike in demand. If it is required, ALLOW. It decides, using the
rotating policy, to which DRAS to send the command. It signs the command and sends it to DRAS Y.
Here, DRAS Y computes the total number of customers to send the load shedding command in its area
based on the total load from each customer (assuming each customer has the same load requirement).
The commands are captured by the governor, and it evaluates for all customers Rule 7, Rule 6.1
(required policy) and Rule 6.2 (safety policy) simultaneously. If any policy says NO, the commands are
discarded. See Figure 3 for the flow chart of the load shedding command.
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7. Experimental Demonstration

In this section, we demonstrate the effectiveness of the IGNORE system for preventing load-altering
attacks through compromised DRAS or PU cyber systems. Our results are based on computer
simulations. First, we explain the physical system modeling. Second, we explain the simulation
methodology and attack use-cases. Finally, we demonstrate the effectiveness of the DR governor by
providing simulation analysis.

7.1. Power Grid Simulation Setup

We use the academic version of the Power World simulator to perform a transient stability analysis
of the grid. We use the IEEE 9-bus system [46] to represent the power grid because it has frequently
been used as a benchmark in the industry to perform transient stability analysis. It represents a
simple approximation of the Western System Coordinating Council (WSCC) with nine buses and
three generators. We divide the 9-bus grid into different areas controlled by DRAS shown in Figure 4.
DRAS 1 is responsible for zip code 1 (see Figure 1) which is modeled as the load on bus 5. DRAS 2 is
responsible for zip code 2 which is modeled as the load on bus 8. Finally, DRAS 3 is responsible for zip
code 3 which is modeled as the load on bus 6. Bus 1 is a slack bus for providing base power supply to
the system. Generators on bus 2 and 3 are responsible for providing power to specific zip codes in
which they are present and to zip codes modeled as the load on bus 8.
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We model zip codes using zip code 90057, which is a highly populated neighborhood in central
Los Angeles [47]. We gained information regarding zip code 90057 power consumption data from
industrial, commercial and residential customers. The values of percentages and average load in
kilowatts (kW) were derived from average numbers for the entire Los Angeles Department of Water
and Power (LADWP) service area, and they are reported by the US Energy Information Administration.
We used the neighborhood data in Table 3 to model all zip codes.

Table 3. Zip code-90057 Los Angeles neighborhood model for smart meters and load distribution [47].

90057 Neighborhood Energy Customer Model

Customer Type Percent (%) Number of Meters Average Load (kW)

Industrial (I) 0.50 2 19.17
Commercial (C) 12.20 49 8.51
Residential (R) 87.30 349 0.67

Total 100 400 689.16

Consider bus 5 of the IEEE 9-bus system which has a load of 125 MW and is modeled as zip code 1.
According to Table 3, one neighborhood has an average load of 689.16 kW. Therefore, the total number
of neighborhoods in zip code 1 is approximately 181. Table 4 represents the number of neighborhoods
(#NH) modeled on each load bus. Each meter is modeled as a residential, commercial or industrial
customer in a neighborhood. Since one neighborhood contains 349 houses (Table 3), 181 neighborhood
contains 63,169 houses. Table 4 illustrates that the load on bus 5 (zip code 1) is produced by
181 neighborhoods, which contains 63,169 residential, 8869 commercial and 362 industrial customers.

Table 4. Approximate number of houses and commercial and industrial customers in each zip code
that are responsible for load on buses in the IEEE 9-bus system.

DRAS Load Bus Zip Code #Neighborhood I C R

1 5 1 181 362 8869 63169
2 8 2 145 290 7105 50605
3 6 3 130 260 6370 45370
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7.2. Safety Policy

In regard to the safety policy of the load shedding or curtailment commands, the governor
compares the percentage of the load to be curtailed or shed, that is, the load drop, with the maximum
percentage of the total load that can be dropped before the system destabilizes. Figure 5 represents
the boundary of power quality violation, which shows that if the percentage of load drop occurring
over a certain duration of time goes beyond the boundary, area will not be in a safe region. We use
this as the safety policy. The graph changes over time based on the power demand and power supply.
The governor must compute and update the P(t) graph based on the state information. In real-world
power system, RTDS must be used since it is a fast real-time power simulation tool used to perform
sensitivity analysis.
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7.3. Simulation Methodology

The total demand in the IEEE 9-bus model is 315 MW, which is satisfied by three generators
by supplying 320 MW. For experimental purposes, we use the percentage of these values for the
generation loss or load drop. Suppose 70% of generation loss occurs in zip code 1 and utility performs
load shedding to shed 40% of the load in the same area. We model this scenario by reducing 70% of
generation from gen 2 and then reduce 40% of the load from bus 5. Then, we perform transient stability
analysis and plot the frequency to understand whether the system is stable or not. We demonstrate the
stability of the system in the presence of a load shedding attack in two cases where (1) the governor is
not present, and the (2) governor is present. We run every simulation for 300 seconds and plot an area
frequency curve.

7.4. Base Cases

In order to show how the frequency of the system behaves in the presence of contingencies as a
base case, we simulate the generation loss and load shedding performed by PU in the absence of the
governor and attacks. The initial generation from the generators in the WSCC model at bus 10 and bus
11 is 163 MW and 83 MW, respectively.

Suppose during a hot summer day the power demand is at its peak and the system must satisfy
the demand by providing a relevant generation. If there is a sudden increase in load, more power will
flow through lines, which may result in line overloads and ultimately, line tripping. This is because
power flow is computed according to Kirchhoff’s law, which does not have any capacity constraint.
Once line starts tripping, lines connecting the generators to the grid will trip and, thus, generation loss
occurs. To model this scenario, we reduce the generation on bus 10 by 20% at the 50s, 50% at 55s and
bus 11 by 45% at 60s. After some time, we restore the generation of bus 10 by 45% at 200s and bus
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11 by 40% at 210s. Figure 6 shows how frequency deviates from its normal state (60 Hz), moves to a
contingent state and, finally, goes beyond the under-frequency threshold of 57.60 Hz.Appl. Sci. 2020, 10, x FOR PEER REVIEW  16 of 24 

 

Figure 6. Base case—generation loss. 

In the above case, PU does not perform load shedding to bring frequency to the normal state. 

Let us examine what occurs when utility performs the load shedding in the above simulation. PU 

knows about the generation loss; it sends a load shedding command to DRAS 1 and 2 to reduce the 

load by 40% in each area. DRAS 1 and 2 receive the load shedding command and compute the number 

of meters  to  send  the  load  shedding  command using Tables  1  and  2. DRAS  1  is  responsible  for 

controlling the load at bus 5, which is 125 MW and 40% of 50 MW load means. Similarly, DRAS 2 is 

responsible for bus 8, and it must shed 40 MW of the load. Suppose DRAS 1 sheds 30 MW of load 

from  residential  meters  and  20  MW  from  commercial  meters.  DRAS  1  sends  load  shedding 

commands to 70.88% of residential meters and 26.49% of commercial meters. Similarly, DRAS 2 sheds 

30 MW of  load using residential meters and 10 MW  from commercial meters. Therefore, DRAS 2 

sends commands to 88.48% of the residential meters and 16.53% of the commercial meters.   

Figure  7  presents  the  frequency  curve  over  time  for  the  load  shedding  scenario  during 

generation  loss. The  load  shedding  signals  from DRAS 1  reached  55,  and  this  is why we  see an 

increase in frequency. Due to the loss of generation on bus 11, the frequency drops. At 65 s, the load 

shedding commands from DRAS 2 leads to an increase in frequency and prevents the frequency from 

dropping further. After a certain duration, when generation is restored, the frequency goes back to 

normal. 

 

Figure 7. Base case—generation loss and load shedding. 

7.5. Load Shedding Attack—Without a Governor 

Suppose in DRAS 1 area, 20% of generation loss (32.6 MW) occurs, and PU sends load shedding 

signals to reduce 30% of power consumption on load bus 5. An adversary leverages this information 

Figure 6. Base case—generation loss.

In the above case, PU does not perform load shedding to bring frequency to the normal state. Let us
examine what occurs when utility performs the load shedding in the above simulation. PU knows
about the generation loss; it sends a load shedding command to DRAS 1 and 2 to reduce the load by
40% in each area. DRAS 1 and 2 receive the load shedding command and compute the number of
meters to send the load shedding command using Tables 1 and 2. DRAS 1 is responsible for controlling
the load at bus 5, which is 125 MW and 40% of 50 MW load means. Similarly, DRAS 2 is responsible
for bus 8, and it must shed 40 MW of the load. Suppose DRAS 1 sheds 30 MW of load from residential
meters and 20 MW from commercial meters. DRAS 1 sends load shedding commands to 70.88% of
residential meters and 26.49% of commercial meters. Similarly, DRAS 2 sheds 30 MW of load using
residential meters and 10 MW from commercial meters. Therefore, DRAS 2 sends commands to 88.48%
of the residential meters and 16.53% of the commercial meters.

Figure 7 presents the frequency curve over time for the load shedding scenario during generation
loss. The load shedding signals from DRAS 1 reached 55, and this is why we see an increase in
frequency. Due to the loss of generation on bus 11, the frequency drops. At 65 s, the load shedding
commands from DRAS 2 leads to an increase in frequency and prevents the frequency from dropping
further. After a certain duration, when generation is restored, the frequency goes back to normal.
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7.5. Load Shedding Attack—Without a Governor

Suppose in DRAS 1 area, 20% of generation loss (32.6 MW) occurs, and PU sends load shedding
signals to reduce 30% of power consumption on load bus 5. An adversary leverages this information
and performs irrelevant load shedding. In the first case, an adversary sends load shedding signals
from compromised DRAS 1,2,3 to 70.88% of residential meters and 43.06% of commercial meters in
DRAS 1, 44.41% in DRAS 2 and 58.98% in DRAS 3 to reduce 20% (additional load), 15% and 20% of the
load, respectively. Figure 8 shows when generation loss occurs at 85 s, area frequency drops. However,
relevant and irrelevant load shedding signals cause frequency to increase above the normal value
but within the over-frequency threshold of 61.8 Hz. In this case, customers were forced to shed load
when it was not required. This will cause dissatisfaction with this service and cause customers to start
sending requests for power outage if it occurs regularly.
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In the second case, an adversary sends irrelevant load shedding commands from compromised
DRAS 1,2,3 to reduce 20% (additional load), 45% and 60% of the load, respectively, with the main
aim of destabilizing the system. DRAS 1 recovers load from 70.88% of residential meters and 43.06%
from commercial meters in its area. DRAS 2 recovers 30 MW from 98.96% residential meters and
10.5 MW from 19.36% commercial meters, and DRAS 3 recovers 30 MW from 88.48% residential meters
and 30 MW from 49.61% commercial meters. Figure 9 shows that when generation loss occurs at
85 s, area frequency drops. However, shedding commands cause frequency to increase beyond the
over-frequency threshold of 61.8 Hz at 110 s. Once the area frequency goes beyond the secure threshold,
generators trip and further generation loss occurs.
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7.6. Load Shedding Attack—With a Governor

Suppose in DRAS 1 area, 20% of generation loss (32.6 MW) occurs, and DRAS 1 sends load
shedding signals to reduce 30% of the load on bus 5. Since commands are not originated from PU,
generation loss might occur in the same area where the command is issued. An adversary sends
load shedding commands on bus 5, 6, and 8 to reduce the load by 20%, 15%, and 20%, respectively.
The main purpose of the attacker is to disconnect customers from the grid and increase the cost of the
utility in terms of customer dissatisfaction and customer reconnection. DRAS 1,2,3 governors provide
local safety by verifying safety and the requirement policy (Rule 6).

DRAS 1 governor requirement policy: This checks whether there is any contingency in area 1;
if yes, the total load shed should be in the range of total generation loss of 20 to 30% according to
Rule 6.1. In this case, 50% of the load drop commands are issued on bus 5 in response to 20% of
generation loss in zip code 1; it will only allow 30% of the load to drop, and it allow commands
accordingly. The rest is discarded. In the simulation, as an administrator, we issue 30% load drop
commands, but in reality, the administrator will issue commands that they think is the incorrect
response for the system and, accordingly, they will adjust the Z value. DRAS 1 governor safety policy:
this checks the total load to be dropped; in this case, it is within limits of the safety policy according
to Figure 5. Since the 30% load drop is below the threshold, it will be allowed. DRAS 2 and 3: since
there is no generation loss in these areas and the commands are not originated from PU, DRAS 2 and
3 governors will discard these commands. Figure 10 presents the area frequency curve where attack
commands are blocked by the governor, wherein DRAS 1-relevant commands are allowed (allowed by
DRAS 1) and irrelevant 15% and 20% load drops are blocked by DRAS 2 and 3, respectively.
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If commands had originated from PU, although load shedding occurs in zip code 1, generation
loss would have occurred in another area. PU issues the command to DRAS 1. The PU governor would
verify and sign the command using Rule 2.1 and forward it to DRAS 1. The DRAS 1 governor verifies
the sign of the PU governor and the total load needs to be shed using Rule 6.1. If the commands are
valid, it verifies whether it is safe to execute commands using the safety property rule (Rule 6.2). If it is
safe, it will allow commands. If the governor is not present, the grid destabilizes in Figure 9; otherwise,
it occurs as in Figure 10.

7.7. Analysis of Special Cases

In this section, we show how the governor prevents area-wise attacks discussed in Section 4.4,
and how to upgrade governor rules for two special cases: (1) when a critical infrastructure in an area
requires power supply irrespective of whether the other area is stable or not, and (2) how to prevent
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load shedding attacks where the attacker reduces the load shedding command to cause overloading
instead of performing extra shedding.

Area-wise Attacks. We assume that generation loss contingency (GLC) occurs, and the load
shedding attack (LSA) is prevented by the governor in all cases. Cases are represented by attack
number (CRA).

Attack 1 (X;X;X): An adversary performs LSA in the same area X where GLC occurs, and DRAS X
responds to mitigate the contingency. He DRAS X governor verifies the command issued by DRAS X
according to Rule 6 since it knows about the state information (and GLC) and verifies whether this
command is required and safe for the local system X.

Attack 2 (X;X;Y): GLC occurs in area X; the system responds in the same area, but an adversary
performs LSA in area Y. If compromised, DRAS Y issues LSA commands; it will be detected by the
DRAS Y governor since there is no contingency in area Y, and, therefore, it will disallow commands
and notify SOC. If commands are issued by PU to DRAS Y, the PU governor will detect this malicious
command since it knows that the DRAS X governor has already taken action in X, and there is no need
to perform any further action. If DRAS X cannot mitigate GLC, it asks PU to take a certain action, and
this request goes through the DRAS X governor. Finally, the DRAS X governor verifies the request and
forwards it to PU and the PU governor. The PU command will be verified according to Rule 2.

Attack 3 (X;X;X,Y): GLC occurs in area X; the system responds in the same area, but an adversary
performs LSA in both areas X and Y. When an adversary issues LSA commands in X, it will be detected
by the DRAS X governor according to Rule 6. In the case of Y, LSA commands are verified similarly as
in the case of Attack 2.

Attack 4 (X;Y;X): GLC occurs in area X; the system responds in a different area: area Y. This is the
case when DRAS X requests PU to perform load shedding since it cannot mitigate GLC. DRAS X issues
the request, and it goes through the DRAS X governor which will verify it and send it to PU and the PU
governor for the state information update. PU will issue commands to DRAS Y, and it will be verified
by the PU governor which knows that the contingency is to be mitigated by issuing commands in area
Y. However, LSA occurs in X. When DRAS X issues a malicious command, it will be captured by the
DRAS X governor, and it is discarded because it knows that DRAS X issued a request to PU.

One of the limitations of the governor is that if an attacker performs an LSA attack first in the case
of GLC before DRAS X issues a command to PU, the DRAS X governor will allow commands if they
are safe for the system according to Rule 6. In any case, the governor will not allow commands that
will destabilize the system. PU must anticipate future generation loss and send state information to
DRASs so that they can take action quickly.

Attack 5 (X;Y;Y): GLC occurs in area X; the system responds in area Y where LSA occurs. PU issues
a command to DRAS Y on the request of DRAS X, and they are verified by the PU governor. The DRAS
Y governor verifies whether the commands (both malicious and legitimate) is required based on the
signature of PU and whether it is safe for the local system.

Attack 6 (X;X,Y;X,Y): Suppose 20% GLC occurs in X, the systems responds in X,Y, and an adversary
performs LSA in X,Y. DRAS X decides to perform 20% LS in X and requests PU to perform 10% LS in
Y. In X, if an adversary adds Z% of extra LS commands, it will be verified by the DRAS X governor.
Moreover, it will verify the request that is sent to PU and the PU governor. In Y, PU issues a command
to DRAS Y through the PU governor. The PU governor will verify the percentage of the request based
on its state information, and if an attacker performs an attack through DRAS Y, it will be verified by
the DRAS Y governor since it knows how the exact percentage of load needs to be shed based on the
state information received from the PU governor.

Critical Infrastructure Scenario. Suppose a generation loss occurs in area X where a critical
infrastructure (such as a hospital) is present and DRAS X cannot supply enough power to the hospital
by shedding load in just area X. In this case, it requests PU to perform shedding in one of the adjacent
areas because it is necessary to supply power to the hospital. We assume that the hospital has already
used its power backup storage and DRAS X does not have enough storage to satisfy hospital demand.
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PU performs load shedding in another area: area Y. If the percentage of the load to be shed is within
the threshold limits, the governor will allow commands to go through according to Rule 2 and Rule 6.
However, if it is more than the threshold limit, it will not be allowed. We need to update the rule to
accommodate this edge case. In such a case, the governor will disconnect area X from the rest of the
grid and perform load shedding so that over-frequency changes do not cascade to the rest of the grid.
Therefore, it will be able to shed load and supply power to the hospital.

Reduce Load Shedding Attack. Suppose in DRAS 1 area, 20% of generation loss (32.6 MW)
occurs, and in order to maintain frequency above the under-frequency threshold, DRAS 1 must send
load shedding signals to reduce 30% of the load on bus 5. Since we have assumed that DRAS 1 has
already been compromised, an adversary reduces the percentage of load shedding to be performed
in the region in order to cause overloading. With the current governor rules, the governor cannot
detect an attack, and it will allow commands to go through. We need to update the rule for this
scenario. For the percentage of contingency, in reality, RTDS will simulate the minimum percentage of
the load L(t) to be shed so that frequency is above the under-frequency threshold. In the safety rule,
the governor checks whether the percentage of the load shed is within the lower bound L(t) and upper
bound P(t). If yes, it will allow commands; otherwise, it notifies the SOC. Similarly, we can update
rules for other DR functions.

8. Administrator Response

When malicious or unwanted commands are detected and stopped by the governor, it will notify
a grid’s SOC so that the administrator can take certain steps to prevent the propagation of an attack to
other parts of the system.

Although it depends on the state of the system and the type of attack detected by the governor,
we provide general actions that can be implemented by the administrator. One of the options is to
disconnect the impacted area from the rest of the grid so that attack cannot propagate to neighboring
regions. Another method is to perform a periodic vulnerability assessment of the cyber system of
that region in which an attack is detected by the governor to understand the vulnerability status and
prioritize its cyber systems for patch management. Finally, resources, such as sufficient power storage,
distributed renewable resources, etc., can be deployed in that region to provide power backup in the
case of contingency. In the future, it will be important to focus on understanding what specific actions
an administrator should take during various attacks detected by the governor and in the given state of
the system.

9. Limitations

This study has some limitations in terms of what kind of attacks cannot be prevented by the
governor, and potential new threats added to the grid. We assume system administrators follow
and implement widespread security practices provided by the National Institute of Standards and
Technology (NIST) [34,44] to secure smart grid cyber systems and communication channels.

Attacks not Prevented. The governor does not prevent Distributed Denial of Service (DDoS)
attacks, false data injection attacks, and privacy attacks. An adversary can perform a DDoS attack on the
communication infrastructure to prevent relevant load shedding commands to reach customers causing
the frequency to drop beyond the under-frequency threshold. In the case of false data injection attacks,
if an adversary modifies commands between DRAS governor to customers, the governor will not detect
those changes since commands have already left the governor. If commands are modified anytime
between PU to DRAS or from DRAS to DRAS governor, the governor will detect it. The question
arises about what occurs when an attack occurs on the communication channel. For integrity attacks,
security mechanisms (Hash Message Authentication Code (HMAC), digital signature) should be used
to protect the data-in-transit and Secure Socket Layer (SSL)/Transport Layer Security (TLS) to protect
the communication channel. These basic approaches to protect the network should be implemented in
the system. For denial-of-service attacks, this is the limitation of this approach. If all the bandwidth is
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consumed by the attack traffic, it would be difficult for the governor system to perform its operation.
If the governor system is not responsive due to an attack, then the system should fail-safe to a state in
which cyber–physical commands cannot be exploited. For example, the system may halt all “smart”
functionalities like DR and remote disconnect and fall back to traditional operations like load shedding.
We understand that this fail-safe mechanism could be an attack path to halt smart functionalities,
however, this case demonstrates the importance of protecting the governor system itself.

Potential Threats Added. Potential threats are added when a governor is compromised by an
adversary. There will be no point of verification, and all malicious commands will be executed in
the system. The governor can be used to make a malicious request to PU. Moreover, a malicious
governor can send incorrect information to the PU governor which will make use of this information in
making further decisions for different areas. Therefore, we need to protect the governor from becoming
compromised, and we describe some measures in Section 10.

General Limitations. We used the WSCC IEEE 9-bus model to demonstrate attacks on the
power system assuming attackers have already compromised the cyber system. The amplitude of the
presented attacks may not reflect the real world scenarios but represents how attacks can be conducted
on the physical system. Power engineers must simulate such scenarios with and without a governor
considering the details of both cyber and power systems. Moreover, we do not consider power storage,
such as batteries used by the utility, to satisfy demand in the case of generation loss in some areas.

10. Governor Protection

The following question arises: what if a governor is compromised? The governor is based on the
concept of the security reference monitor that cannot be by-passed or altered. Therefore, we need to
protect the governor from becoming compromised.

The governor should be implemented with trusted platform module so that nobody can tamper
with the governor server. The set of rules that the governor implements must either be physically
installed on the device or must use Virtual Private Network (VPN) to connect to the device to perform
an update. It should be updated at regular intervals to avoid any vulnerabilities. In no case is a
governor allowed to communicate with any other device. The system to control governors must be
separate from DRAS and PU, so that the governor system can independently perform its functions if
they are compromised.

The governor must have designated ports to accept the state information from aggregators,
power units, and other PU governor. It does not communicate on any other port and discards all
unknown connections. In the case of detection of contingency it, it will notify the SOC center about
the irrelevant commands. To provide scalability and fault tolerance, multiple replica servers of the
governor system should be implemented. The scalability is important to verify a large number of
commands at the DRAS governor. The discussion regarding means to update software in multiple
replicas is beyond the scope of this paper.

11. Conclusions and Future Work

We presented an intelligent governor system to prevent attacks on a smart grid, even when a cyber
system is already compromised, and empirically demonstrated the effectiveness of the approach by
designing the governor system for DR functionality of the grid. The DR governor prevents attacks that
are originated from the compromised DRAS or PU and tries to manipulate the power demand–supply.
The governor verifies the requirement and safety policy of all commands that are issued from PU and
DRAS. We show how the DR governor prevents attacks that destabilize the grid or increase the cost of
the administrator in terms of customer dissatisfaction, attacks that are targeted on the circuit breakers,
and DER units. Through the governor, it is possible to prevent attacks where commands are issued
from a compromised cyber domain that is responsible for controlling functionality, and end devices
are not directly controlled.
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Moreover, we discuss where to place the governor in relation to where it receives the state
information, how it computes the safety policy, and how rules are applied. We recommend power
engineers to carefully choose the Z value based on their learning of the system over time so that the
governor should at least allow a relevant percentage of commands to pass through so that system
is in a stable state. It is important to have a little more load drop where there is generation loss so
that it prevents generator overloading. We hope our work educates power engineers regarding how
to implement such a system in a smart grid in order to make it more secure and resilient against
CPAs. This work sheds light upon how higher-level functions are protected by analyzing the cyber
and physical aspects of a system. Future work should focus on extending and demonstrating the
functionality of the governor to protect different higher-level functions of the grid. Moreover, we would
like to apply the concept of the governor to other cyber–physical systems such as autonomous
cars [48–51]. It would be interesting to see how it can be applied to such an autonomous system where
a feedback loop mechanism is required to make sure commands that are executed by the controller are
required and safe for the local system. Another possible application for governor systems that we will
consider for future work is gas and oil pipelines.

Author Contributions: Conceptualization, Y.W., A.A., and C.N.; Methodology, Y.W.; Software, Y.W. and A.A.;
Validation, Y.W. and A.A.; formal analysis, Y.W. and A.A.; original draft preparation, Y.W., C.N. and A.A.; writing,
review and editing, Y.W., C.N. and A.A.; supervision, C.N. All authors have read and agreed to the published
version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Radhakisan, B.; Gill, H. Cyber-physical systems. Impact Control. Technol. 2011, 12, 161–166.
2. Number of Electric Smart Meters Installations Deployed in the U.S. from 2007 to 2020 (in Million Units).

Available online: https://www.statista.com/statistics/676472/number-of-smart-meter-installations-in-the-un
ited-states/ (accessed on 26 August 2020).

3. Analysis of the Cyber Attack on the Ukrainian Power Grid. Available online: https://ics.sans.org/media/E-I
SAC_SANS_Ukraine_DUC_5.pdf (accessed on 26 August 2020).

4. The Cyber Attack on Saudi Aramaco. Available online: https://www.tandfonline.com/doi/abs/10.1080/0039
6338.2013.784468?journalCode=tsur20& (accessed on 26 August 2020).

5. Valenzuela, J.; Wang, J.; Bissinger, N. Real-time intrusion detection in power system operations. IEEE Trans.
Power Syst. 2013, 28, 1052–1062. [CrossRef]

6. Jow, J.; Xiao, Y.; Han, W. A survey of intrusion detection systems in smart grid. Int. J. Sens. Netw. 2017,
23, 170–186. [CrossRef]

7. Amini, S.; Mohsenian-Rad, H.; Pasqualetti, F. Dynamic load altering attacks in smart grid. In Proceedings of
the Innovative Smart Grid Technologies Conference (ISGT), Washington, DC, USA, 18–20 February 2015;
pp. 1–5.

8. Wadhawan, Y.; Neuman, C.; AlMajali, A. Analyzing cyber-physical attacks on smart grid systems.
In Proceedings of the 2017 Workshop on Modeling and Simulation of Cyber-Physical Energy Systems,
Pittshurgh, PA, USA, 21 April 2017.

9. AlMajali, A.; Rice, E.; Viswanathan, A.; Tan, K.; Neuman, C. A systems approach to analyzing cyber-physical
threats in the Smart Grid. In 2013 IEEE International Conference on Smart Grid Communications (SmartGridComm);
IEEE: Piscataway, NJ, USA, 2013; pp. 456–461.

10. Neuman, C.; Tan, K. Mediating cyber and physical threat propagation in secure smart grid architectures.
In Proceedings of the 2011 IEEE International Conference on Smart Grid Communications (SmartGridComm),
Brussels, Belgium, 17–20 October 2011; pp. 238–243.

11. Stamp, J.; McIntyre, A.; Ricardson, B. Reliability impacts from cyber attack on electric power systems.
In Proceedings of the 2009 Power Systems Conference and Exposition, Seattle, WA, USA, 15–18 March 2009;
pp. 1–8.

https://www.statista.com/statistics/676472/number-of-smart-meter-installations-in-the-united-states/
https://www.statista.com/statistics/676472/number-of-smart-meter-installations-in-the-united-states/
https://ics.sans.org/media/E-ISAC_SANS_Ukraine_DUC_5.pdf
https://ics.sans.org/media/E-ISAC_SANS_Ukraine_DUC_5.pdf
https://www.tandfonline.com/doi/abs/10.1080/00396338.2013.784468?journalCode=tsur20&
https://www.tandfonline.com/doi/abs/10.1080/00396338.2013.784468?journalCode=tsur20&
http://dx.doi.org/10.1109/TPWRS.2012.2224144
http://dx.doi.org/10.1504/IJSNET.2017.083410


Appl. Sci. 2020, 10, 6236 23 of 24

12. Cardenas, A.A.; Amin, S.; Lin, Z.S.; Huang, Y.L.; Huang, C.Y.; Sastry, S. Attacks against process control
systems: Risk assessment, detection, and response. In Proceedings of the 6th ACM Symposium on
Information, Computer and Communications Security, Hong Kong, China, 22–24 March 2011; pp. 355–366.

13. Cardenas, A.; Amin, S.; Sinopoli, B.; Giani, A.; Perrig, A.; Sastry, S. Challenges for securing cyber physical
systems. In Proceedings of the Workshop on Future Directions in Cyber-Physical Systems Security, Newark,
NJ, USA, 22–24 July 2009.

14. Pan, K.; Teixeira, A.M.; Cvetkovic, M.; Palensky, P. Combined data integrity and availability attacks on state
estimation in cyber-physical power grids. In Proceedings of the 2016 IEEE International Conference on Smart
Grid Communications (SmartGridComm), Sydney, Austrlia, 6–9 November 2016; pp. 271–277.

15. Dabrowski, A.; Ullrich, J.; Weippl, E.R. Grid shock: Coordinated load-changing attacks on power grids
system. In Proceedings of the 33rd Annual Computer Security Applications Conference, Orlando, FL, USA,
4–8 December 2017; p. 64.

16. Wadhawan, Y.; Neuman, C.; Al Majali, A. A Systematic Approach for Analyzing Multiple Cyber-Physical
Attacks on the Smart Grid. In Proceedings of the 20th International Conference on Cyber Security of Cyber
Physical Systems (ICCSCPS), Boston, MA, USA, 23–24 April 2018; Volume 12.

17. Erdener, B.C.; Kwabena, A.; Pambour, R.B.L.; Berna, D. An integrated simulation model for analysing
electricity and gas systems. Int. J. Electr. Power Energy Syst. 2014, 61, 410–420. [CrossRef]

18. Wu, B.; Tang, A.; Wu, J. Modeling cascading failures in interdependent infrastructures under terrorist attacks.
Reliab. Eng. Syst. Saf. 2016, 147, 1–8. [CrossRef]

19. Soltan, S.; Mittal, P.; Poor, H.V. BlackIoT: IoT Botnet of high wattage devices can disrupt the power grid.
In Proceedings of the 27th {USENIX} Security Symposium ({USENIX} Security 18), Baltimore, MD, USA,
15–17 August 2018.

20. Ayar, M.; Obuz, S.; Trevizan, R.D.; Bretas, A.S.; Latchman, H.A. A distributed control approach for enhancing
smart grid transient stability and resilience. IEEE Trans. Smart Grid 2017, 8, 3035–3044. [CrossRef]

21. Ayar, M.; Trevizan, R.D.; Obuz, S.; Bretas, A.S.; Latchman, H.A.; Bretas, N.G. Cyber-physical robust control
framework for enhancing transient stability of smart grids. IET Cyber Phys. Syst. Theory Appl. 2017, 2, 198–206.
[CrossRef]

22. Babalola, A.A.; Belkacemi, R.; Zarrabian, S. Real-time cascading failures prevention for multiple contingencies
in smart grids through a multi-agent system. IEEE Trans. Smart Grid 2018, 9, 373–385. [CrossRef]
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