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Abstract: Classification is needed in disaster investigation, traffic control, and land-use resource
management. How to quickly and accurately classify such remote sensing imagery has become a
popular research topic. However, the application of large, deep neural network models for the training
of classifiers in the hope of obtaining good classification results is often very time-consuming. In this
study, a new CNN (convolutional neutral networks) architecture, i.e., RSSCNet (remote sensing scene
classification network), with high generalization capability was designed. Moreover, a two-stage
cyclical learning rate policy and the no-freezing transfer learning method were developed to speed
up model training and enhance accuracy. In addition, the manifold learning t-SNE (t-distributed
stochastic neighbor embedding) algorithm was used to verify the effectiveness of the proposed model,
and the LIME (local interpretable model, agnostic explanation) algorithm was applied to improve the
results in cases where the model made wrong predictions. Comparing the results of three publicly
available datasets in this study with those obtained in previous studies, the experimental results
show that the model and method proposed in this paper can achieve better scene classification more
quickly and more efficiently.
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1. Introduction

With the gradual advancement of technology today, smart mobile devices and aerial cameras are
beginning to appear on the market. As the performance of the hardware improves, aerial photography
technology is constantly improving along with it, and rapid breakthroughs in imaging technology have
made it possible to acquire imagery quickly. There are more types of imagery than ever before and the
imagery is also clearer than was possible previously. Remote sensing images can be used in many
technical aspects of scene classification, such as land-cover detection, urban planning, disaster relief,
traffic control, etc. Therefore, how to classify large amounts of remote sensing image data covering
land areas is an important research topic [1–8].

In the past, when using image data for classification research, the primary focus was on how to
effectively perform the task of feature extraction [9,10]. The deep-learning methods used today make
use of different convolutional neural network models to automatically perform feature recognition,
extract the required image details, and then train the classification model to recognize the scene.
The popularization of graphics cards in recent years has enabled the amount of time spent on
deep learning in neural network model training to be reduced. It has also enabled the rapid
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development of deep-learning research and studies related to the classification of high-resolution
remote sensing images [11–13].

Related parameters used in deep-learning models include the training methods, network architecture,
optimizer design, hardware operation, etc. Adjusting the model training hyper-parameters is a very
important aspect of the model design. Smith [14] proposed a new learning-rate method; instead of a
fixed value, a cyclical learning policy was set for the model being trained. The results showed that this
could effectively reduce the number of training iterations and improve the accuracy of the classification.
Smith and Topin [15] then proposed a new super-convergence one-cycle cyclical learning policy and
suggested the usage of a large learning rate for model training, which, according to them, can improve the
model’s generalization capability. More recently, Leclerc and Madry [16] explored the impact of different
learning rates on deep learning and found that the low and high values of cyclical learning rates [14,15]
concur with their two regimes.

Training is the process of learning and adjusting the parameters of a model. During training, iteration
methods such as the gradient descent learning algorithm are commonly used. Early stopping [17] is a
method often used during training to prevent overfitting. This method calculates the accuracy of the
test dataset during model training. When the accuracy of the test data no longer improves, the training
stops and is terminated early. This not only helps to prevent overfitting of the training model but also
improves the model’s generalization ability.

This study aimed to produce an improved model with enhanced detection ability and a small
number of training iterations. A two-stage circular learning method for training was, therefore,
proposed. First of all, the image features were obtained by transfer learning; the classification
framework designed in this paper was then used for training. The two-stage circular learning rate was
used to reduce the number of iterations and, finally, the best model weights were obtained using the
early stopping method. The main contributions of this paper are as follows:

• In order to reduce model overfitting and to obtain models with a high generalization capability,
we recommend a new CNN (convolutional neutral networks) architecture, i.e., RSSCNet
(remote sensing scene classification network), integrated with the simultaneous use of a two-stage
cyclical learning-rate training policy and the no-freezing transfer learning technology that requires
only a small number of iterations. In this way, an excellent level of accuracy can be obtained.

• By using the LIME (local interpretable model, agnostic explanation) super-pixel explanation,
the root causes of model classification errors were made clearer and a further understanding was
obtained. After the image correction preprocessing on the misclassified cases in the WHU-RS19 [18]
dataset, this correction procedure was found to improve the overall classification accuracy. We hope
that readers can better understand the reasoning mechanism of AI models for remote sensing
scene classification.

The remainder of this paper is organized as follows: the dataset is introduced in the second section.
In the third section, the steps of the developed research method are explained in detail. The data
results and results from other studies are discussed in the fourth section, along with an analysis of why
improved results were obtained using the proposed method. The fifth section is the conclusion.

2. Datasets

In this study, three publicly available remote sensing image data sets—the UC Merced land-use
dataset [19], RSSCN7 [20], and WHU-RS19 [18]—were used for testing the performance of the
proposed method.

2.1. UC Merced Land-Use Dataset

The pixel resolution of the UC Merced land-use dataset is 1 ft (=0.3048 m), and the dataset contains
a total of 2100 images. The images are composed of 21 different land-use types; each class of each image
has 100 RGB color images. The land-use types include agricultural, airplane, baseball diamond,
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beach, buildings, chaparral, dense residential, forest, freeway, golf course, harbor, intersection,
medium residential, mobile home park, overpass, parking lot, river, runway, sparse residential,
storage tanks, and tennis court. All the images contain different textures and colors, as shown in Figure 1.
The UC Merced land-use dataset images were converted into 224 × 224 pixel size for transfer learning.
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2.3. WHU-RS19 Dataset 

The WHU-RS19 dataset was extracted from Google Earth satellite imagery. The spatial 
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Figure 1. Example images of UC Merced dataset: (a) agriculture; (b) airplane; (c) baseball diamond;
(d) beach; (e) buildings; (f) chaparral; (g) dense residential; (h) forest; (i) freeway; (j) golf course;
(k) harbor; (l) intersection; (m) medium residential; (n) mobile home park; (o) overpass; (p) parking lot;
(q) river; (r) runway; (s) sparse residential; (t) storage tanks; (u) tennis court.

2.2. RSSCN7 Dataset

The RSSCN7 dataset is a public dataset released by Wuhan University in 2015. There are seven
different scene categories, including grass, field, industry, river, lake, forest, residential, and parking
lot. The entire dataset includes a total of 2800 images. Each scene category of the dataset contains
400 images and corresponds to one of four different sampling ratios (1:700, 1:1300, 1:2600, and 1:5200);
there are 100 images corresponding to each of these ratios. In the original dataset, all of the images
have a size of 400 × 400 pixels. The data were acquired in different seasons and under various weather
conditions. In the case of sampling differences in different proportions, classification of this dataset is a
greater challenge. The different image categories are shown in Figure 2. The RSSCN7 dataset images
were converted into 224 × 224 pixel size for transfer learning.
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Figure 2. Example images of RSSCN7 dataset: (a) grass; (b) field; (c) industry; (d) river lake; (e) forest;
(f) resident; (g) parking.

2.3. WHU-RS19 Dataset

The WHU-RS19 dataset was extracted from Google Earth satellite imagery. The spatial resolution
of these satellite images is up to 0.5 m, and the spectral bands are red, green, and blue. There are
19 scene categories, including airport, beach, bridge, commercial, desert, farmland, football field,
forest, industrial, meadow, mountain, park, parking, pond, port, railway station, residential, river,
and viaduct. There are about 50 images corresponding to each category, and the entire dataset contains
a total of 1005 images. The original image size is 600 × 600 pixels. Because the resolution, scale,
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direction, and brightness of the imagery vary greatly, processing this dataset is somewhat challenging.
These data are also widely used in evaluating various scene classification methods. Figure 3 shows
some samples from the dataset. The WHU-RS19 dataset images were converted into 224 × 224 pixel
size for transfer learning.
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Figure 3. Example images of WHU-RS19 dataset: (a) airport; (b) beach; (c) bridge; (d) commercial;
(e) desert; (f) farmland; (g) football field; (h) forest; (i) industrial; (j) meadow; (k) mountain; (l) park;
(m) parking; (n) pond; (o) port; (p) railway station; (q) residential; (r) river; (s) viaduct.

3. Method

In this section, the model training method used in the experiments is introduced along with
the convolutional neural network model used in this study and the two-stage cyclical learning-rate
numerical design method used for the training.

3.1. Convolutional Neural Network Model

To start, the VGG [21] neural network trained by ImageNet was used as the model for image
feature extraction. This method adjusts the structure of the neural network used for certain trained
network models by using transfer learning to perform other image training tasks. In the experiments
carried out in this study, the structure of the original neural network layer was adjusted by freezing
the weights in one or more layers of the original model, minus the time to retrain the deep model.
The original model was used for feature extraction, and the newly embedded model layer was trained
for use in classification. It was, therefore, only necessary to update and modify the weights of the
newly added network layer during training; the frozen layer weights that were transferred from the
learning model could be kept, as shown in Figure 4 [22].
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After removing the top-level fully connected layers of the pre-training model, a new classification
network was added. In our model, we chose an exponential linear unit (ELU) [23] as our activation
function because it can reduce the vanishing gradient problem by identifying positive values. The ELU
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has negative values; hence, it allows the mean unit to approach zero for a deep neural network
model and obtain a faster convergence than the rectified linear unit (ReLU). Regularization was also
added as a tool to reduce overfitting in the network. Regularization can be considered as a penalty
term in the loss function. The so-called “penalty” refers to restrictions that are applied to some
parameters in the loss function to prevent overfitting. Moreover, we added a batch normalization
layer [24] after the convolution layer in our model, which can act as a regularizer to decrease
overfitting. Batch normalization can use a larger learning rate in model training to achieve faster
convergence benefits.

Considering the balance between the network capacity and the test accuracy and discussing the
influence of different regularization and optimization strategies, we finally designed this new deep
learning network architecture with a high generalization capability. The proposed CNN architecture is
called RSSCNet (Figure 5). In RSSCNet, the depth of the weight layers is 17, and the mathematical
formulation is written as follows: X = f (16)

(
f (15)

(
· · ·

(
f (2)

(
f (1)(x, w, b)

))))
Y = So f tmax(X)

, (1)

where x is the input data of each image, w is the weight matrix, b is the bias, X is the representative
feature of x, and Y is the output probability. The RSSCNet architecture includes 15 convolutional
layers, five max pooling layers, one global average pooling layer, two batch normalization layers [24],
one dropout layer, and two fully connected layers with a softmax classification. Note that the activation
function of the last two convolutional layers uses an ELU [23], while the other weight layers use the
ReLU activation function. The convolution filter size is 3 × 3. The dropout rate is 0.5. The regulations
of L1 and L2 are 0.01 and 0.02, respectively.Appl. Sci. 2020, 10, x FOR PEER REVIEW 6 of 27 
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3.2. Image Data Augmentation

When training deep-learning models, large amounts of data are needed for training, and it is
necessary to try to avoid overfitting during the training. Proper use of regularization strategies related
to deep learning, such as L1/L2 regularization, dropout, batch normalization, early stopping, and data
augmentation, is needed. Among these strategies, data augmentation is regarded as an effective
method for training a generally applicable model using limited training data [25]. In data augmentation,
after the image is rotated, resized, scaled, and flipped, or has its brightness or color temperature
changed, the original image in the dataset is changed to create more images that will allow the model to
continue learning. In order to make up for the lack of data, in this study, an augmented training method
was included in the training. After using horizontal and vertical flipping processing, the training
image was increased by small-scale translation and scaling in order to enhance the generalization
ability of the model.

3.3. Cyclical Learning Rate

The learning-rate method proposed by Smith [9] sets cyclical learning rates for the model instead
of a fixed value and uses this to train the model. Results show that this can improve the accuracy of
the classification and reduce the need for trivial adjustments. During training, the number of iterations
used is usually reduced, and there are three different cyclical ways in which the learning-rate loop
method can learn: “triangular”, “triangular2”, and “exp_range”. In our research, a two-stage cyclical
learning-rate method was used to train the model. In the first stage, the “triangular” method was used
to quickly find the best solution in the model; using this method, it was possible to avoid falling into a
local solution when the learning rate was large. At the second stage, using the traingular2 method,
the learning-rate cycle was gradually reduced to confine the model results until, finally, the solution
stayed at a fixed position with no large swings (see Figure 6).
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The proposed two-stage cyclical learning rate method is calculated as shown in Equation (2).

z =
∣∣∣∣1 + i

∆ − 2 ∗
[
1 + i

2∆

]∣∣∣∣
D =


1, f or stage 1( lrmin

lrmax

)( [ i
2∆ ]

[ imax
2∆ ]

)

, f or stage 2


lr = lrmin + (D ∗ lrmax − lrmin) ∗max(0, (1− z))


, (2)

where z is a dummy variable, imax is the total number of training epochs i, ∆ is the step size that is equal
to the half cycle length, D is the damping factor, lr is the cyclical learning rate, lrmin is the minimum
learning rate, and lrmax is the maximum learning rate.

3.4. t-Distributed Stochastic Neighbor Embedding (t-SNE) Analysis Method

The t-SNE analysis method is a nonlinear dimensionality reduction algorithm used for exploring
high-dimensional data. Laurens van der Maaten and Geoffrey Hinton [26] proposed a new technique
for visualizing similarity data in 2008. This technique can not only retain the partial structure of
the data but can also display clusters of multiple scales at the same time. The t-SNE algorithm can
project data into two-dimensional or three-dimensional space and uses good visualization to verify
the effectiveness of the dataset or algorithm. The t-SNE method was used in various fields as a
visualization method to evaluate the quality of classification [27,28]. It uses conditional probability and
a Gaussian distribution to define the similarity between sample points in high and low dimensions and
uses KL (Kullback–Leibler) divergence to measure the similarity between the sum of two conditional
probability distributions; it also uses it a value function to decrease complexity by using the gradient
method. The t-distribution is used to define the probability distribution at low dimensions to alleviate
the congestion caused by dimensional disasters.

3.5. LIME Model Explanation Kit

Although a deep learning model can obtain quite good classification results, it is difficult to
understand how the classification results are derived because of its black-box characteristics. How to
interpret the reasoning mechanism of the deep-learning model has become an important topic of
research. In recent years, among the deep-learning methods, LIME is a new evaluation method for
the interpretability of the model [29], i.e., whether it is possible to understand the importance of the
deep-learning model for the interpretability of the image in the subsequent classification and prediction.
The problem with model interpretability is that it is difficult to define the decision boundary of the
model in a way that humans can understand. As shown in Figure 7, LIME is a Python library that
attempts to generate some local feature-circle super-pixels. This can be used to explain the principle
on which the model is based, which is usually difficult to describe, and to help with understanding
whether the basis on which the model applies its decisions is appropriate or not. Figure 7a shows that
the most interesting super-pixel of the RSSCNet model contains an airplane; hence, it can be correctly
classified by the RSSCNet model. Figure 7b depicts that there is no storage tank in the super-pixel
unlike the RSSCNet model, thereby causing the RSSCNet model to make a misclassification.
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4. Results and Analysis

4.1. Experimental Set-Ups

4.1.1. Implementation Details

In this study, the tensorflow2.0 suite within Python was used as the platform for the experiment.
The hardware and system configuration included a Windows 10 version 1703 system. An NVIDIA
GTX 1080 TI graphics card was used; the computing core was an i7-6700 3.40 GHz 8-core central
processing unit (CPU) with 32 GB memory. Different pre-trained model parameter settings were
used, and the results of using these were compared. Attempts were made to adjust the settings for
training methods with different stages. The size of the batches in the experiment was set to a uniform
size of 64, which was more in line with the memory capacity of the graphics card; the image length
and width were set to 224 pixels in all cases. This study designed the training set size based on
earlier studies. For the UC Merced land-use dataset, two training configurations—80% training and
50% training—were used. For the RSSCN7 dataset, 50% training and 20% training were used, and,
for the WHU-RS19 dataset, the two modes used were 60% training and 40% training Two modes and
10 repeated random training cycles were used to verify and evaluate the experimental results.

4.1.2. Evaluation Methods

In this experiment, the confusion matrix and the overall accuracy were used to evaluate
the classification performance, and the results were compared with those obtained using other,
recently developed methods. The confusion matrix can be applied to the performance analysis of
two-class or multi-class classification. After the model made its predictions, each class was assigned
to one of a group of tables so that the data could be displayed and so that the detailed classification
results for each category after the predictions were made could be seen. To evaluate the accuracy of the
classification results, the overall accuracy was used. The accuracy ranged from 0 to 1, where a closer
number to 1 denotes better classification performance. The total number of images that were correctly
classified was divided by the number of test images.
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In addition to the confusion matrix, the kappa coefficient is also often used to analyze the difference
in the classification results for indicators of the multi-category classification quality. This coefficient is
a method used in statistics to evaluate consistency. It calculates the index of the overall consistency
and the classification consistency. The value range is [−1, 1]. A higher coefficient value denotes higher
accuracy of the classification achieved by the model. The kappa coefficient (K) calculation formula
with a higher degree is expressed as follows:

K =
(P0 − Pc)

(1− Pc)
. (3)

4.2. Results and Analysis

4.2.1. Analysis of Experimental Parameters

In this study, different pre-trained models were tested for the evaluation of the classification
results. This was done so that the best feature extraction method for the appropriate pre-trained model
could be found. Once it was found, the weight layers in the pre-trained model were adjusted. It was
considered whether the pre-trained model weights would affect the results of the transfer learning in
order to find the best training-layer training plan for the model parameter configuration that would be
used in subsequent experiments in this study.

1. Different pre-trained CNN models

Different pre-trained models have different degrees of influence on image feature extraction.
In this experiment, the WHU-RS19 dataset was used to embed four different common pre-trained
models—VGG16 [21], VGG19 [21], ResNet50 [30], and InceptionV3 [31]—into the classification model.
A classification performance test was carried out to help decide which of the four models was the
most suitable for use as the pre-trained model. The training used an Adam optimizer; the batch size
was 64, and the number of iterations was 150. The results of the training carried out using the four
different models are shown for comparison in Figure 8. The results show that the pre-trained VGG16
model had the best overall accuracy; thus, in subsequent testing, this was used as the image feature
extraction model.
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2. Different numbers of fine-tuning layers during training

After choosing to use the VGG16 pre-trained model, this study further explored whether,
by freezing some of the network layers in the pre-trained model, the model could be made to have a
better generalization performance. This experiment was also conducted using the WHU-RS19 dataset,
and the results are shown in Figure 9. Based on the four blocks contained in the VGG16 model, two,
four, seven, 10, and 13 layers were frozen. The results show that, when no layers were frozen, all the
layers of the pre-trained model were retrained and fine-tuned, which means that, although this method
requires more resources and a longer training time, it can produce a better overall accuracy. This shows
that, in the classification of remote sensing images, the feature image that is required can be obtained
by further training.Appl. Sci. 2020, 10, x FOR PEER REVIEW 11 of 27 
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For the different fine-tuning layers discussed, the main consideration was whether to retrain the
weights in the pre-trained model. Retraining the entire network inevitably takes a lot of time. However,
in the process of feature extraction, in addition to training, we believe that it is necessary to focus on
the training of the classifier and, hence, in this study, we aimed to strengthen the model’s ability to
classify features by using a two-stage training method. In Figure 10, the WHU-RS19 dataset is used as
the comparison dataset for the proposed method.

A two-stage training method (shown as “2-stage” in Figure 10) in our research indicates that two
different optimizers were used and separated into two parts for the two-stage training. In the first stage,
the SGD (stochastic gradient decent) optimizer was used to carry out 100 training iterations to train the
entire neural network model. In this stage, the pre-trained model and classifier model could be adjusted
at the same time, thus strengthening the features of the capture model and learning the classification
ability. In the second stage of the training, the model weights with the best accuracy learned in the
first stage were loaded, and the Adam optimizer was used to carry out the next 50 training iterations.
We also compared the result with only using the Adam optimizer training for 150 iterations (shown as
“1-stage” in Figure 10). As can be seen from Figure 10, the test accuracy obtained using the two-stage
training (97.76%) was better than that obtained using the one-stage training (96.33%).
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3. Different classification architectures

For a performance comparison, we compare the RSSCNet architecture proposed herein with
the other architectures in the literature, such as VGG-16-Net [21] and the GSB + LOB model [32].
Figure 11 showed the ranking results of the test accuracy of each model (i.e., RSSCNet: 0.978,
VGG-16-Net: 0.973, and GSB + LOB model: 0.97), which indicated that the proposed RSSCNet is the
best classification model.Appl. Sci. 2020, 10, x FOR PEER REVIEW 13 of 27 
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4. Different cyclical learning-rate methods

In this section, we compare the performances of the two-stage cyclical learning rate method (2-stage
CLR, Figure 11) and Smith and Topin’s (2019) one-cycle cyclical learning rate method (1-cycle CLR).
The results of Figure 12 showed that the two-stage cyclical learning rate method achieved the highest
test accuracy of 98.0% at epoch = 134. On the contrary, the one-cycle cyclical learning rate method only
achieved the highest test accuracy of 97.0% at epoch = 27. Although the latter could provide quicker
access to the best test accuracy for training, the former could achieve a better test accuracy; hence,
it was used in subsequent experimental results for model training and performance testing.Appl. Sci. 2020, 10, x FOR PEER REVIEW 14 of 27 
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4.2.2. Experimental Results

1. Classification of UC Merced land-use dataset

In this section, the classification results for the UC Merced land-use dataset are discussed. The t-SNE
analysis method was used for the classification. This method is a non-linear dimensionality-reduction
algorithm used for exploring high-dimensional data. It can map multi-dimensional data to two or
more dimensions using technology suitable for visual presentation. In this study, extracting the
features of the deep layers for analysis helped with the understanding of the differences between the
features obtained by the model before and after training. In Figure 13a, which shows the results before
training, the features extracted by the model show little correlation; however, after training, as shown
in Figure 13b, the features are highly clustered, thus showing that these models do help to improve the
classification performance.
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Figure 13. Visual analysis on UC Merced dataset using t-distributed stochastic neighbor embedding
(t-SNE): (a) before training; (b) after training.

Figure 14 shows the VGG16 model supplemented by the model classification matrix proposed in
this study using the best classification weights obtained from the early training termination strategy.
The resulting confusion matrix is also shown; the training rate was 80%. The matrix contains the
individual classification results for 21 categories. The kappa coefficients of the UC Merced dataset
were 0.9985 and 0.9895 at 80% and 50% training, respectively.

In Table 1, the classification results found in this study are compared with those obtained using
other classification methods. It can be seen that, by using the two-stage cyclical learning-rate training
method, this study achieved the best overall accuracy out of the results shown.

Table 1. Comparison of the overall accuracy and standard deviations using 80% and 50% training
ratios on UC Merced dataset.

Method 80% Training Ratio 50% Training Ratio

GoogLeNet [33] 94.31 ± 0.89 92.70 ± 0.60
CaffNet [33] 95.02 ± 0.81 93.98 ± 0.67
VGG-16 [33] 95.21 ± 1.20 94.14 ± 0.69

salM3LBP-CLM [34] 95.75 ± 0.80 94.21 ± 0.75
CNN-R+VLAD with SVM [35] 95.85 NA

TEX-Net-LF [36] 96.62 ± 0.49 95.89 ± 0.37
VGG19+Hybrid-KCRC [37] 96.33 NA

Two-Stream Fusion [38] 98.02 ± 1.03 96.97 ± 0.75
CTFCNN [39] 98.44 ± 0.58 NA

GCFs + LOFs [32] 99.00 ± 0.35 97.37 ± 0.44
Inception-v3-CapsNet [40] 99.05 ± 0.24 97.59 ± 0.16
MVFLN+VGG-VD16 [41] 99.52 ± 0.17 NA

RSSCNet (this paper) 99.81 ± 0.06 98.76 ± 0.19
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2. Classification of RSSCN7 dataset

The t-SNE analysis method was used to extract the deep features of the proposed model and to
analyze it. In this section, the classification results obtained by applying this model to the RSSCN7
dataset are discussed. As shown in Figure 15b, after training, the features became highly clustered,
which shows that the model proposed by this research helps to improve the scene classification.
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Figure 16 shows the overall accuracy confusion matrix extracted by VGG16 supplemented by
the classification method proposed in this study and using the optimal classification weights in the
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training early termination strategy. The training rate used was 50%. The matrix contains the individual
classification results for seven categories. Among these, agricultural land and grassland are most
likely to be confused. This is perhaps because the two categories have similar characteristics—both
containing a large proportion of green ground, which easily leads to errors. The kappa coefficients of
the RSSCN7 dataset were 0.9737 and 0.9329 at 50% and 20% training, respectively.Appl. Sci. 2020, 10, x FOR PEER REVIEW 18 of 27 
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Table 2 shows a comparison of the results obtained for the RSSCN7 dataset classification using
different recently proposed methods, including the one proposed in this paper. The proposed two-stage
cyclical learning-rate training method achieved the best overall accuracy for two different training
ratios. With a 50% training ratio, it produced an increase in accuracy of about 3% compared with
other methods.

Table 2. Comparison of the overall accuracy and standard deviations using 50% and 20% training
ratios on RSSCN7 dataset.

Method 50% Training Ratio 20% Training Ratio

DBN [20] 77.00 NA
GoogLeNet [33] 85.84 ± 0.92 82.55 ± 1.11

CaffNet [33] 88.25 ± 0.62 85.57 ± 0.95
VGG-16 [33] 87.18 ± 0.94 83.98 ± 0.87

Deep Filter Banks [42] 90.4 ± 0.6 NA
GCFs + LOFs [32] 95.59 ± 0.49 92.47 ± 0.29

RSSCNet (this paper) 97.41 ± 0.27 93.51 ± 0.51
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3. Classification of WHU-RS19 dataset

The t-SNE analysis method was used to extract the deep features of the proposed model and to
analyze it. In this section, the classification results obtained by applying this model to the WHU-RS19
dataset are discussed. As shown in Figure 17b, as a result of the training, the features became highly
clustered, showing that the proposed model helps to improve the classification of the scene.
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Figure 17. Visual analysis on WHU-RS19 dataset using t-SNE: (a) before training; (b) after training.

Figure 18 shows the confusion matrix for the WHU-RS19 dataset extracted using VGG16 with the
classification types proposed in this study and the optimal classification weights from the training early
termination strategy. The training rate used was 60%. The matrix contains the individual classification
results for the 19 categories in the dataset. Among these categories, the combinations football field
and park and of forest and mountain were the most easily confused during the classification. Table 3
shows a comparison between the results of the WHU-RS19 dataset classification obtained using
the proposed method and methods proposed in other recent papers. Using the two-stage cyclical
learning-rate training method proposed in this study, our proposed method achieved the best overall
accuracy. The kappa coefficients of the WHU-RS19 dataset were 0.9968 and 0.9874 at 60% and 40%
training, respectively.

Table 3. Comparison of the overall accuracy and standard deviations using 60% and 40% training
ratios on WHU-RS19 dataset.

Method 60% Training Ratio 40% Training Ratio

GoogLeNet [33] 94.71 ± 1.33 93.12 ± 0.82
CaffNet [33] 96.24 ± 0.56 95.11 ± 1.20
VGG-16 [33] 96.05 ± 0.91 95.44 ± 0.60

TEX-Net-LF [36] 98.00 ± 0.52 97.61 ± 0.36
Two-Stream Fusion [38] 98.92 ± 0.52 98.23 ± 0.56
RSSCNet (this paper) 99.46 ± 0.21 98.54 ± 0.37

From the confusion matrix classification results shown in Figure 18, it can be seen that the categories
that are misclassified in the WHU-RS19 dataset include “residential”, “forest”, “farmland”, and “bridge”
(Figure 19a). We first used the LIME analysis on the misclassified four images and generated the
super-pixel feature regions that the model was most interested in (Figure 19b). By observing the
super-pixel area in Figure 19b, we can understand why the model misclassifies “residential” as
“industrial”, “forest” as “park”, “farmland” as “river”, and “bridge” as “pond”.
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This research attempted to correct the four images misjudged by the model in Figure 19a with
the hopes of improving the model classification performance. First, with regard to the reason for
the wrong judgment of the “residential” image, we believe that the other images of the residential
category in the dataset contained various bright colors as a whole, while the roofs of the buildings in
industrial areas tended to be mostly white. The house colors tended to be white, which may have led
to the classification errors. Therefore, the color of the “residential” image was increased in saturation
to make it more similar to the other “residential” images in the dataset. From the super-pixel area
of the “forest”, the cut block contained a part of the bare land, which was different from the other
images in this category, which mostly only contained forests. The colors and the details were also
blurred. Therefore, the color contrast was enhanced, the overall sharpness of the image was increased,
the shadows between the trees were intensified, and the image was prevented from being judged
as a “park” again. The image of the “farmland” depicts that the light of the horizontal road in the
image is quite obvious, and a green straight line is included in the captured image features. Therefore,
we reduced the brightness of the strong part of the image. In the “farmland” parts, we performed a
small sharpening to try to remove the noise in the image and strengthen the details of the interval
between farmlands. In the last “bridge” image, the feature did not contain the “bridge” feature at all.
Therefore, we increased the brightness of the “bridge” itself and the color saturation and sharpness
of the image. We also tried to increase the chance of a “bridge” edge being captured as a feature.
Figure 20a,b present the four corrected images and their corresponding super-pixel feature regions,
respectively. Finally, the four corrected images were replaced with the original images, and the category
prediction of the entire dataset was again performed. Consequently, the result reached an overall
accuracy of 100%. Figure 21 displays the corrected classification matrix.Appl. Sci. 2020, 10, x FOR PEER REVIEW 22 of 27 
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4.2.3. Further Explanation and Discussion

In this section, we further discuss how fine-tuning, a circular learning rate, and an increase in the
amount of data can improve the classification performance. The classification results obtained in this
study can be expanded to help understand the possible impact of this project on model training.

1. The effectiveness of fine-tuning

In Section 4 of this paper, two-stage training using the proposed model was described, and it was
found that the proposed method has significant optimization for training. Moreover, we also wanted
to understand, in addition to not carrying out freezing in the first stage, whether freezing the first
19 layers in the second stage would produce different results from those obtained by freezing different
layers at two different stages. Therefore, we investigated three different situations: no freezing of
any layer, freezing of the top seven layers, and freezing of top the 19 layers; the results for different
combinations of these three situations are shown in Figure 22.

The five combinations investigated were no freezing at either stage (shown as “0 + 0”), top seven
layers frozen at second stage only (“0 + 4”), top 13 layers frozen at second stage only (“0 + 13”),
top 13 layers frozen at first stage only (“13 + 0”), and top 13 layers frozen at two stages (“13 + 13”).
From Figure 22, it can be seen that two-stage training with no freezing (“0 + 0”) achieved the best
testing accuracy. The test accuracy was the worst when the top 13 layers were frozen in the two training
phases (“13 + 13”). According to the results of Figure 22, the test accuracy increases as the number of
fine-tuning layers increases.
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2. Effectiveness of image data augmentation

In this study, after inverting and increasing the number of images by carrying out a small amount
of panning and zooming, augmentation training was also included in the training. As shown in
Figure 23, doing this also successfully increased the training accuracy. The results here are shown as
no data augmentation ((shown as “1-stage” in Figure 23), single-stage data augmentation included in
the training (“1-stage DA”), and two-stage data augmentation included in the training (“2-stage DA”).
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3. Effectiveness of using a two-stage cyclical learning-rate method

In two-stage cyclical learning, the training can be implemented using two different optimizers.
In this study, an SGD optimizer with a cyclical learning rate was used in the first stage. In the second
stage, an Adam optimizer was used for the training. In two-stage cyclical learning-rate training,
this method obtains the best weight in the first stage and then enter the second stage. When used
together with the cyclical learning rate, this can greatly accelerate the convergence. Figure 24 shows a
comparison of the number of iterations needed to achieve the best level of accuracy for three different
training methods.Appl. Sci. 2020, 10, x FOR PEER REVIEW 25 of 27 
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Figure 24. Test accuracy of with and without two-stage cyclical learning-rate method.

When only a single-stage fixed learning rate (shown as “1-stage” in Figure 24) was used for the
training, the convergence speed was the slowest and the lowest test accuracy was obtained. The use of
a single-stage cyclical learning rate (“1-stage CLR”) could speed up the convergence and give a greater
chance of avoiding the local optimal solution so that better results could be obtained. When a two-stage
circular learning rate (“2-stage CLR”) was used in the early part of the second training stage, due to
the change of optimizer, the process of finding the best accuracy fluctuated. However, overall, the best
accuracy could be reached more quickly, using the smallest number of iterations of the three methods.

5. Conclusions

As a result of continued advances in technology, better-quality and higher-resolution data can
be obtained, leading to improvements in remote sensing image classification and in predictions
based on it. It takes a lot of time to train and adjust the classification. In order to reduce the time
required for the training of the model and to explore how quickly the model can converge with
high-generation capability, we recommend the RSSCNet model integrated with the simultaneous use
of a two-stage cyclical learning-rate training policy and the no-freezing transfer learning technology
that requires only a small number of iterations. In this way, an excellent level of accuracy can be
obtained. Data augmentation technology, regularization, and early stopping strategy can then be used
to also deal with the problem of limited generalization encountered in the rapid training of deep neural
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networks. The experimental results that were obtained also confirm that the use of the model and
training strategies proposed in this paper can outperform current models in terms of accuracy.

In this study, by using the LIME super-pixel explanation, the root causes of model classification
errors were made clearer and a better understanding was obtained. This made it easier to carry out
subsequent processing and adjustment of the data or models. After the image correction preprocessing
on the four misclassified images using the RSSCNet model in the WHU-RS19 dataset, this image
correction procedure was found to improve the overall classification accuracy. This investigation is
only a preliminary study.

In future research, we will try to establish universal image correction preprocessing for the case of
suspected outliers and merge different XAI (explainable artificial intelligence) analysis technologies to
improve interpretation capabilities so that they can be applied to a more diverse range of imagery with
different classification issues.

Author Contributions: M.-H.T. and S.-C.H. conceptualized and designed the whole framework and the
experiments, as well as wrote the manuscript. S.-C.H. performed the experimental analysis. M.-H.T. contributed
to the discussion of the experimental results. H.-C.W. helped to organized and revise the manuscript. All authors
have read and agreed to the published version of the manuscript.
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