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Abstract: Estimating the parameters of sinusoidal signals is a fundamental problem in signal
processing and in time-series analysis. Although various genetic algorithms and their hybrids
have been introduced to the field, the problems pertaining to complex implementation, premature
convergence, and accuracy are still unsolved. To overcome these drawbacks, an enhanced genetic
algorithm (EGA) based on biological evolutionary and mathematical ecological theory is originally
proposed in this study; wherein a prejudice-free selection mechanism, a two-step crossover (TSC),
and an adaptive mutation strategy are designed to preserve population diversity and to maintain a
synergy between convergence and search ability. In order to validate the performance, benchmark
function-based studies are conducted, and the results are compared with that of the standard genetic
algorithm (SGA), the particle swarm optimization (PSO), the cuckoo search (CS), and the cloud
model-based genetic algorithm (CMGA). The results reveal that the proposed method outperforms
the others in terms of accuracy, convergence speed, and robustness against noise. Finally, parameter
estimations of real-life sinusoidal signals are performed, validating the superiority and effectiveness
of the proposed method.

Keywords: sinusoidal signal; parameter estimation; genetic algorithm (GA); benchmark function

1. Introduction

Many practical signals, such as voice and audio signals, power system transient signals, and
response signals of sensors, are recognized as signals of the sum of sinusoidal signals. The parameter
estimation of sinusoidal signals from the periodic time series data is a classical problem of ongoing
interest in signal processing. In recent years, it has drawn considerable attention of scientists and
researchers from various fields including speech analysis [1], electrical power and energy system [2],
and sensor signal analysis [3], among others. There are some methods addressing this problem;
in general, these can be classified into two categories, classical techniques [3-10], and intelligent
algorithms [11-20]. The classical techniques, when compared with intelligent ones, are easier
to implement and are computationally more efficient. However, they do have limitations, including
frequency resolution, low accuracy, mathematical demands, and so on. On the other hand, the
intelligent algorithms and hybrids are favorably employed due to their fewer requirements about the
problems and excellent resolution. A few recent applications include atomic physics [21], electrical
machines [22], big data [23], traveling salesman problem [24], and fuel cell [25]. Thus, intelligent
techniques have extended significantly to provide effective and reliable solutions for parameter
estimations of sinusoidal signals [11-20,26-29] accordingly.
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In a literature [11], Spavieri et al., used a particle swarm optimization (PSO)-based approach for the
parameterization of a power capacitor model fed by harmonic voltages in power distribution systems.
For parameter estimation of exponentially damped sinusoidal signals, Xiao et al. [15] presented a
specific artificial neural network (ANN) based estimator, by which the parameters of each exponentially
damped sinusoidal signal component could be directly calculated with a high precision. However,
the performance strongly relies on the converged weights of the ANN, and hence, an absence of
optimal weights or insufficient training will result in a poor performance. Based on a genetic
algorithm (GA), Coury et al. [18,20] presented an efficient estimator to evaluate the frequency
and phase for a phasor management unit. In comparison to the phase-locked loop (PLL) and
the discrete Fourier transform (DFT) based methods, the GA revealed the fastest response to a sufficient
precision. In order to minimize bias and improve estimation performance, researchers generally
combine different methods to overcome the individual drawbacks. In another article, Djurovi¢
et al. [17] presented a hybrid genetic algorithm (HGA) fused with a maximum likelihood approach
to estimate the phase parameters of frequency modulated signals. Zang et al. [30] proposed a cloud
model-based genetic algorithm (CMGA) for optimization problems. Benefiting from the cloud model,
the CMGA continuously produces new individuals, and hence, the exploration and randomness
can be significantly improved, showing a better optimization when compared to other methods.
In the literatures [31-33], Raja et al., introduced some hybrid techniques with ANN, GA, and other
algorithms for the dynamics of nonlinear singular heat conduction model of the human head, nonlinear
Painlevé II systems, and nonlinear singular Thomas-Fermi systems. Comparisons between the
proposed schemes and the standard numerical solutions as well as analytical methods revealed the
feasibility and effectiveness of the proposed schemes. Similarly, a hybrid approach using a differential
evolution (DE) and GA was proposed by Ali et al. [34], where a DE-based multi-parent crossover
operation was introduced to enhance the search ability and to avoid premature convergence by
exploring more solutions in the problem search space. In combination with a local search optimization
algorithms, Zaman et al. [35] proposed an HGA to estimate the amplitude, frequency, range, elevation
angle, and azimuth angle of near field sources; the proposed schemes achieved good results in terms
of accuracy, convergence rate, and robustness, but the complexity increased a lot.

In the light of these facts, authors are motivated in this work to design an enhanced genetic
algorithm (EGA), through a prejudice-free selection mechanism for preserving population diversity,
diversified individuals with a two-step crossover (TSC) operator, and a good cooperation of fast
convergence and searching performance with an adaptive mutation strategy, for estimating the
parameters of sinusoidal signals. The prominent features of the proposed method are briefly
summarized as follows:

e  Validation through the results of a comparative analysis in terms of performance-monitoring
metrics based on the mean, coefficients of determination (R?), and the sum of squared residuals
value (SSR) of each algorithm;

¢ Anintelligible concept with easy realization and a worry-free tradeoff between global and local
search in comparison to general hybrid techniques.

The rest of the work is organized as follows. The mathematical ecological theory foundation of the
proposed approach is presented in Section 2. Section 3 describes the proposed EGA in detail, including
the prejudice-free selection, the two-step crossover operator, and the adaptive mutation operator.
In Section 4, benchmark function based numerical analyses are carried out to verify the validity of the
EGA. The parameter estimations of real-life sinusoidal signals are performed and discussed in Section 5.
At last, we summarize our work and highlight the main contributions in Section 6.

2. Mathematical Ecological Theory Foundation

In ecology, the number of offspring restricted to be equal to or less than that of parents is not
common. Even though this may happen for reasons such as disease, food, water, and other factors, the
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species may become extinct or be restricted due to genetic competition as well. When the number of
offspring is more than two, the population size grows rapidly with more competitive individuals [24],
resulting in an increased chance for producing better offspring. Thus, it is desirable to have a larger
number of individuals in genetic algorithms.

Population dynamics were first studied by Verhulst [36] in 1838, who describes the size and age
composition of populations as dynamical systems driven by biological and environmental processes.
The population dynamics model of a species can be mathematically expressed by:

ap p

— =rP-(1-—), 1
=P ) 0
where P represents population size, t is time, r defines the growth rate, and K is a constant denoting
the environment carrying capacity. The solution to Equation (1) with an initial population Py can be
written as:

Kpo . 67’1l
P(t) = . 2
Taking the birth and mortality rate into account, Equation (2) can be rewritten as:
KPy - elri—n)t
AP(t) ®)

T K+ Py [ — 1)

where AP is the total population size, and 1 and r; are birth rate and mortality rate, respectively.
Over time, the population dynamics presents different consequences in accordance with the relations
between rq and ;.

1.  When the birth rate is higher than the mortality rate, r; > ry, the final population size for an
infinite amount of time, f, can be simplified as:

L e(ri—r)t
lim AP(t) = lim Kby ¢
t—o0 t—oo K4 Py - [g(”l"?)t — 1}
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This means that a species can exist forever.

2. When the birth rate is equal to the mortality rate, #; = rp, the exponential terms in the numerator
and denominator become 1, so Equation (3) is given as follows:

lim AP(t) = D, (5)

t—o0

Here, as time approaches infinity, the final population size will equal to the initial value.
What if the initial population size equals to 1 or 2? Although this species can live for a long time,
the problem of self-reproduction and inbreeding results in an extinction.

3. When the birth rate is smaller than the mortality rate, r; < ry, it is clear thate™ — O as t — oo.
Hence, one can get the following expression:

Lo~ (ra—r)t
lim AP(t) = lim Kby e
t—o0 t—oo K4 Py - [g—("z—rl)t — 1]

=0 (6)

Obviously, this equation represents an inevitable extinction of a species.

According to the analysis above, on the one hand, it can be concluded that the extinction of
a species occurs if the birth rate is equal to or less than the mortality rate; only when r; > 1, can
the species survive forever. On the other hand, it is found that the final population size strongly
depends on both the growth rate and the time when the initial population size is fixed. Thus, in order
to increase the number of offspring and get excellent individuals within a limited time, it is very
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necessary to improve the reproduction rate of a species [24]. In the case of the standard genetic
algorithm (SGA), as the procreation is artificially controlled to be unchangeable, the extinction of
the population of SGA is not allowed. Hence, neither is the evolutionary law consistent with the
natural law, nor will it have a chance to acquire more excellent individuals. In this paper, based on
the biology theory and mathematical ecological theory foundation, a genetic algorithm with several
enhancements is proposed in order to achieve a higher accuracy, and faster convergence, and hence,
to further improve the parameter estimation results of sinusoidal signals.

3. The Proposed EGA

3.1. Prejudice-Free Selection

Elitism-based simple selection strategies [37] are popularly used in GAs, which favor the higher
fitness chromosomes (individuals) and discriminate against the lower ones. Consequently, outstanding
individuals dominate in iterations leading to a monotonous population diversity and breaking
up a healthy competition. Besides, in the SGA the production mechanism of offspring using a
random pairing through two individuals will reduce the population quality, because an outstanding
chromosome may combine with a poor one and lose its superior genes. To settle this, in the EGA the
individuals are divided into two groups according to their fitness values: the best half individuals
with high fitness values are in a benign group, while the remaining ones are assigned to a malignant
group; the evolution in each group takes place independently, and a new selection is always executed
to redistribute them in every iteration. So, offspring may stay in their original group or migrate
to the other in accordance with their new fitness values. Compared to traditional selections, this
operation not only reduces the overhead of selection resulting from a non-bias selection procedure [38],
but also it allows a parallel computation providing a faster convergence [39]. Thanks to this, the
population diversity and efficient convergence can be guaranteed.

3.2. Two-Step Crossover (TSC) Operator

In GAs, crossover operation simulates the processes of sexual reproduction, through which
offspring inherit parts of genetic information from their parents. However, conventional crossover
operators just follow the genetic concept, weakening the search ability [40,41]. For instance,
in a single-point crossover (SPC), two individuals are first selected as the parent chromosomes,
then a randomly-generated point is used to truncate the chromosomes and get two sub-sequences; the
fragments behind the point are exchanged with each other and coupled with the front ones to generate
two new offspring. The principle of a SPC operation is shown in Figure 1.

Random crossover point

|

Parent
individuals

‘ 01001010 H 10110100 H 11100101 H 00100100 ‘ ‘ 11101101 H 00100001 H 01101110 H 11011011 ‘
X1 X2 X3 Xn X1 X2 X3 Xn

Offspring | 01001010 || 10110001 [ 01101110 |--| 11011011 | | 11101101 | 00100100 || 11100101 |-~ 00100100 |
X1 X" X3 e X X1 X" X3 e Xn

Figure 1. Single-point crossover operation for binary sequence.

For a given population of a size of N x M, the number of the newly generated variables after
a SPC operation can be calculated by [NP.,], where N is the number of individuals, M denotes the
length of each chromosome, M = n x [, n is the number of the variables defined by the chromosomes,
l is the coding length of each variable, and P, is the crossover probability. The symbol [-] rounds the
number toward positive infinity. It is clear that a SPC can produce new individuals and change the
population diversity. However, only the variables whose sequences are trimmed are updated during
the operation, and hence, the population diversity is still restricted. Although other types of crossover
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operations such as two-point crossover and multi-point crossover can mitigate this effect, the similar
operation mechanism dooms the same outcome.

In this regard, a two-step crossover strategy that comprehensively considers the information
exchange among entities and variables is designed in this work. The details are described as follows:

1. Dividing each chromosome into segments based on the number of the variables to be solved,
and gathering all the specific segments for a certain variable to form a variable set for the
related variable;

Randomly selecting some variable sets with a probability P.;;
Implementing crossover operation on each elected set to update the variables with a
probability Pe;

4. Once the crossover is completed, reassembling the variable sets together to get the
new individuals.

For a better understanding, a SPC is employed in the TSC to illustrate the mechanism, as shown
in Figure 2. Here, the number of the newly produced variables by the TSC can be calculated by
[nPq1] X [NPs], where P, is the first crossover probability, and the other parameters are the same as
the ones mentioned above. The difference between the newly generated variables between the TSC and
SPC is mathematically expressed as [nP.] X [NPp| — [NP]. With some mathematical manipulations,
this expression can be simplified as [nNPg] - (P —1/n). It can be known that a positive value
is always achieved if (P;; — 1/n) > 0. So, by simply adjusting P,1, the number of the updated variables
yielded by the TSC can be much more than that of the SPC, which amounts to indirectly increase the
number of the offspring [24]. Hence, the population diversity can be significantly improved. Besides,
notice that the applied SPC in the TSC can also be replaced by other types of crossover operations; for
the case of multi-point crossover, a considerable amount of new variables can be obtained.

X1 X2 X3 Xn
Individual 1 | 7.2256631 || 0.6141592 | -0.689756 |---| 4.2338761

Individual 2 | 7.9482294 || 0.6911503 || -0.046752 |---| 4.5444923

Indivi:dual N ‘ 6.352;5835 H 0.622:0353 H 0.31210234 H 4.704:1438 ‘

X1 X3 Xn-2 Select variables
Individual 1 | 7.2256631 || -0.689756 |---| 0.0038361 using Pet

Individual 2 | 7.9482294 || -0.046752 |---| 0.0044137

Indivi:dual N ‘ 6.358:}5835 H 0.312:0234 H -0.00:4173 ‘

.zCl___ XH—Z__
Individual 1 | 7.2056631 0.0038361
.
Individual 2 (794820041 [0.0044157
: ] o
i i L
Individual N' (163585835 -0.004173
Crossover operation
JEI_\__ .va—z\__ using Pc2
Individual 1' | 72585885 0.0038036)
. .
Individual 2 79001287 [0.0044178
: N ) !
: P :
Individual N° (168050000 [F0l004059)

Figure 2. The two-step crossover operation for floating sequence.
3.3. Adaptive Mutation Operator

The mutation operator has a strong influence on population diversity and convergence speed,
playing a significant role in GAs. Usually, mutation probability, P, keeps constant throughout the
whole iteration in the SGA and HGAs [16,19,36,38,41]. Although a constant mutation probability
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provides GAs a relatively stable performance, the problem of ever-increasing similar individuals
cannot be effectively solved. To address this, an adaptive mutation mechanism that considers the
evolutionary features of GAs at different stages is proposed in this work.

At the beginning of an evolution, a small P, is allocated for boosting the convergence [42].
As the processing progresses, the number of similar individuals increases rapidly, which causes the
optimization to fall back to local optima repeatedly. In order to overcome this, a larger mutation
probability is assigned at the intermediate stage so that the evolution can easily get rid of predicaments.
In the final stage, a small probability is distributed again to ensure a global convergence [37].

Inspired also by the characteristics of population dynamics, a combination of a general Logistic
function [36] and its mirror is employed to support the proposed idea in its entirety. The function
is expressed as follows:

Pm:{a+”‘”§g_g‘”’g§G )
a+ - 7,.8>G

g+c<g7§0

where a denotes the initial mutation probability, b is the maximum value of the original Logistic curve,
e is the natural logarithm base, ¢ describes the steepness of the curve, g and gg are the evolution
generation and the curve’s midpoint, respectively. G is the total number of evolutionary iterations.
Figure 3 shows the curves of the functions.

0.05 ———————————————

--Logistic Curve
-- Mirror Logistic Curve

s Py

0.045

£ 0.04
R
=

=5 0.035

0.03

0.025

Mutation prok

0.02

0.015

0 100 200 ) 300 400 500
Iterations

Figure 3. Adaptive mutation probability as the change of iteration.

3.4. EGA Procedures

To solve a problem using the proposed EGA, N individuals are randomly generated by a
float encoding method as the initial population Init_Pop. Each individual’s objective value and
fitness value are calculated, and the best individual BestX_Old in the current population is obtained.
In order to keep population diversity and promote a healthy competition, individuals are assigned
to a Benign group or Malignant group with the same size of N /2, respectively, according to their
fitness values. As the individuals in the Benign group have higher fitness values, performing a
crossover operation in this group is helpful to generate better descendants. Therefore, the TSC
operation with probabilities P,y and P is run for them only. Instead of being discarded directly,
in the Malignant group, the remaining individuals with a low fitness but rich population diversity go
through the adaptive mutation. Once the crossover and mutation are complete, the fitness values of
the individuals in the new population New_Pop will be evaluated. The individuals in the Malignant
group that have a high fitness will migrate to the Benign group, and a reverse movement is also
carried out synchronously for the ones in the Benign group having a low fitness. Again, the best
individual Best_New in the current population will be picked up against the Best_Old, and the better
one is saved as Best_Temp. As the optimum may hide near Best_Temp, some random individuals
(e.g., 10) are generated in this area, and their fitness values are calculated. If someone is better than
Best_Temp, they will be reassigned as Best_Temp; else, Best_Temp keeps its original value. At the end
of each iteration, BestX_Old and Old_Pop are updated by Best_Temp and New_Pop, respectively.
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The termination criterion will be triggered when the maximum iteration MaxGen reaches. A more
clear procedure of the EGA is shown in Figure 4 and Algorithm 1.

(" strt
g

Initialize population ‘
L y

——
v

LCalculate fitness values |

h 4 D
{ Benign group }4—(Prejudice-free selection ’—b{ Malignant group ‘
- VN 4

oy .

 Adaptive |
{ TSC operation ‘ apuve ‘

mutation

L y
Migration and generating new Y
population

y N
L Stop

Figure 4. Flow chart of the proposed enhanced genetic algorithm (EGA).

Algorithm 1 The pseudo-code of the enhanced genetic algorithm.

Input: N : size of initial population
MaxGen : maximum number of iteration
[P.1, Pep] : probabilities of the two-step crossover operation
[Py1, Pm2] - probabilities of the initial and final adaptive mutation operation
num : number for generating new individuals around the best solution in each
iteration
f(x) : objective function
Output: Trace : the best solution and corresponding objective value in each iteration
function EGA(N, MaxGen, [Pg, Pe], [Py, Pa), num, f(x))
Init_Pop < random individuals with asizeof N;
Old_Pop < Init_Pop;
fori < Ndo
Calculate the fitness value o f each individual in Old_Pop;
end for
gen < 1;
while gen < MaxGen do
Best_Old < the best individual in Old_Pop;
Selection:
Benign <— N /2 high fit individualsin Old_Pop;
Malignant < N /2low fit individuals in Old_Pop;
Crossover:
Carry out the TSC operation to the individuals in the Benign group;
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Mutation:

Apply an adaptive mutation operation to the individuals in the Malignant group;
New_Pop < combination of the processed individuals from the Benign and Malignant groups;
fori < Ndo

Calculate the fitness value o f each individual in New_Pop;
end for
BestX_New < the best individual in New_Pop;

BestX_Temp < (BestX_New < BestX_Old) ? BestX_New : BestX_Old;
BestX_Temp < (min(rand(num)) < BestX_Temp) ? min(rand(num)) : BestX_Temp;
BestX_Old < BestX_Temp;
Old_Pop < New_Pop;
Trace < the best solution and corresponding objective value in current generation;
gen <+ gen +1;

end while

Return Trace;

end function

4. Benchmark Function Study

Benchmark functions [14,30,34,39,43] are widely adopted to demonstrate the performance
of algorithms. Thus, in the present work, benchmark based numerical experiments are performed for
the EGA as well. Here, eight unimodal and multimodal functions [40] are selected (see Appendix A).

As a comparison, studies using the SGA [44] as well as the PSO [11,29], the CS [28,29], and
the CMGA [30] are also performed for the functions; the corresponding parameter configurations
are listed in Table 1. Without favoritism, all the algorithms are assigned the same size initial population,
N = 50, and the maximum iteration number, MaxGen = 200. The optimization results are plotted
in Figures 5 and 6. To have an insight into how well these algorithms performed, all the vertical
coordinates are displayed on a logarithmic scale.

Table 1. Parameter configurations of different algorithms for benchmark function optimization.

SGA PSO CS CMGA EGA

N =50 N =50 N =50 N =50 N =50

MaxGen =200 MaxGen = 200 MaxGen =200 MaxGen = 200 MaxGen = 200

P. =07 C1=2C=2 Pa =025 my-t; =1/600,n1 = 0.1 [P, Pp] =[0.6,0.7]
Py, =0.01 w1 = 0.9, Wy = 0.4 — my -ty = 1/600, ny = 0.1 [Pmllme] = [001, 01]

_ — — m3:1/3,1’l3:0.1 -

From Figures 5 and 6, it can be seen directly that the performance of the EGA is superior to that
of the SGA, PSO, CS, and CMGA for most of the benchmark functions, except for the Zakharov
function (f,(x)). Examining the optimization results of f>(x) shown in Figure 5b, it is noted that
the evolutionary curve of the SGA displays in part. This is caused by the estimating value of zero
(equaling to the optimum), and the logarithmic y-axis. In this regard, the SGA performs better than the
EGA. However, when compared to other results, the proposed EGA shows overwhelming advantages
against others, especially for Yang’s No. 5 function (fg(x)). Different from other functions, fg(x)
contains uniform distribution terms, which increases not only the number of local optima but also the
uncertainty, and hence, the optimization becomes much more difficult. Taking a look at the results
in Figure 6d, frequent vibrations are observed in the evolution curves of the SGA and PSO, while the
EGA shows an unremitting evolution trend, demonstrating its robustness against noise.
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To further examine the performance, the obtained best and mean solutions as well as the
convergence speed of each function were compared and listed in Tables 2—4, respectively. All the results
were obtained over 50 Monte-Carlo simulations. Through Table 2, it is evident that the EGA
outperforms the SGA, PSO, CS, and CMGA for most cases. Looking at the optimization results
for f»(x), although only the SGA achieves the global optimum, the EGA still prevails over the others
when comparing the rest optimizations. The results listed in Table 3 also confirm this point. In terms
of the convergence speed, the maximum, the minimum, and the average termination iterations were
measured, where the termination criterion was defined by |Oopt — Oobt| <1074, Ooppt is the optimum
of a given problem, and O,y; is the obtained optimized result, respectively. From Table 4, one can find
that the convergence speed of the proposed EGA is fast, presenting a strong competitiveness over its
counterparts. From these comparisons, it can be concluded that the EGA shows an overwhelming
superiority over the competitors in terms of accuracy, convergence speed, and robustness against noise.

Table 2. Comparison of the best optimal solutions of standard genetic algorithm (SGA), particle swarm
optimization (PSO), cuckoo search (CS), cloud model-based genetic algorithm (CMGA), and EGA.

Function Optimum SGA PSO (o] CMGA EGA

Fbest Pbest Fbest Fbest Fhest
f(x) 0 47684 x 10711 2.8466 x 10710 27727 x 107 47684 x 10~'1 27305 x 10~
fo(x) 0 0 1.0950 x 1078 32559 x 10712 9.7157 x 10712 45721 x 1072
f3(x) 0 2.8240 x 107®  2.6240 x 1077  7.1331 x 1078 54599 x 1077 4.9467 x 10~ 10
fa(x) 0 1.2212 x 107* 0.0020 31397 x 107> 6.4976 x 1075 3.3660 x 10~10
f5(x) 0 24573 x 1077 0.0027 1.1657 x 10~* 24573 x 1077 11102 x 10~16

fo(x) —1 -1 -1 -1 -1 -1t
fr(x) 0 1.1984 x 1072  1.2576 x 107* 93775 x 10> 14512 x 107° 3.6105 x 10~
fa(x) 0 3.1936 x 1078 0.0363 41578 x 1077 1.0680 x 1077  4.5682 x 10~ 13

® the practical optimized value is very close to —1.  the practical optimized value is —1.
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Table 3. Comparison of the average optimal solutions of SGA, PSO, CS, CMGA, and EGA.

. . SGA PSO CS CMGA EGA
Function Optimum
Fmean Fmean Pmeun Fmean Fmeun
f1(x) 0 47684 x 10711 24852 x 107 6.6205 x 1077 1.8619 x 1077  2.4070 x 10~13
f(x) 0 0 1.1387 x 107> 2.3998 x 1078 2.3486 x 10710 9.8656 x 10~10
f3(x) 0 0.0625 79783 x 107° 1.6277 x 107> 3.3094 x 10~7  1.1525 x 107>
fa(x) 0 1.2212 x 1074 0.0331 42460 x 1075 75088 x 107>  1.0119 x 10~8
f5(x) 0 0.0539 0.0239 0.0113 1.9530 x 107®  0.9103 x 10~°
fo(x) -1 —0.9319 —0.9719 —0.9864 —0.9955 —0.9998
fr(x) 0 0.2374 0.0330 0.0431 6.0128 x 107>  9.1184 x 10~8
fa(x) 0 0.6746 0.5803 0.6875 1.6018 x 107%  1.2212 x 107>
Table 4. Comparison of the convergence speeds of SGA, PSO, CS, CMGA, and EGA.
. SGA PSO CS CMGA EGA
Function
Gmax(min) Gunean Gmax(min) Gunean Gmax(min) Ginean Gmux(min) Ginean Gmax(min) Ginean
fi(x) 45(7) 2294  136(26) 64.10 41(10) 34.66 38(6) 28.16 36(5) 18.28
f2(x) 54(8) 26.40 190(9) 101.86  65(27) 37.84 40(23) 35.26 44(12) 25.84
f3(x) 200(13)  189.88  200(108)  135.40  187(30) 14854  159(10)  121.63 139(7) 108.44
fa(x) 200(200)  200.00  200(200)  200.00  200(120) 14140  200(138) 120.33 156(51) 100.72
f5(x) 200(200)  188.34  200(200)  200.00  200(120)  167.75  200(30) 69.93 200(51)  182.08
fo(x) 200(48) 180.98 200(200) 189.58 200(108) 165.04 181(44) 140.71 169(6) 124.98
f7(x) 200(39)  160.36  200(200) 200.00 200(105) 17825  161(37) 15324  153(39)  119.04
fa(x) 200(19)  161.82  200(200)  200.00  200(42) 12476  200(62)  133.08  200(18)  140.10

5. Parameter Estimation of Sinusoidal Signals

According to the numerical analyses above, the optimization performance of the EGA has already
been demonstrated. To evaluate its performance for parameter estimations of sinusoidal signals,
two real-life cases are selected, the voice data from singing the vowel "ooh’ [45], and the Circadian
Rhythms [46]. As with the numerical analyses, the SGA, PSO, CS, and CMGA were also employed.

5.1. The Voice Dataset

The voice dataset gives the magnitudes of the voice when the vowel ‘ooh’ was sung at a pitch of
290 Hz. The frequencies and amplitudes found in the signal are used to determine the phonetic vowel,
and are of interest in voice synthesis, therapy, and training. In the present work, a ten-parameter
model is utilized for the signal as expressed as follows:

3
y(t) =K+ ZAiSin(wit+§9i)/ (8)
i=1

where K is the offset, A denotes the amplitude of sinusoid signal, w and ¢ are the frequency and phase,
respectively. The parameter initialization is set as K € [—1,1], A; € [0,100], w; € [—7t/2,71/2], and
@i € [—m/2,1/2].

The corresponding parameter configurations for the algorithms were the same as the ones
in Table 1, except for the crossover and mutation parameters of the EGA. The new values were set as
[P.1, P2] = [0.8,0.7], and [Py, Py = [0.05,0.22], respectively. The same N = 200, and MaxGen = 500
were assigned for all the algorithms as well.

Figure 7 shows the original data as well as the fitting curves, from which one can observe that
all the curves follow the pattern well. For having an insight into the difference of the algorithms, the
estimated parameters, and the coefficients of determination (Rz) were examined, listed in Table 5.
As can be seen from the table, the estimated parameters are very close, it is difficult to arrive at
a conclusion. However, by comparing the values of the R?, the performance of the EGA can be
determined, which is the best among the algorithms. In other literature, Smyth et al. [47] considered
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the same dataset for frequency estimation, their reported result was 0.2299, 0.3408, and 0.1134, which
are very close to the results in this work.

100

I
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Figure 7. Plots of voice data and fitting curves.

Table 5. Estimation results of SGA, PSO, CS, CMGA, and EGA for voice dataset.

Parameter SGA PSO CS CMGA EGA
Offset K —0.8437 0.1416 —0.9918 —0.9774 —0.9423

Ay 221220 227440 209413  22.1339  22.5130
Amplitude A, 252844 265268  24.8365  24.9434  25.0975
Az 658691  66.8565  65.3737  64.6844  66.8589

wp 02299 0.2320 0.2315 0.2293 0.2300
Frequency w;  0.3404 0.3395 0.3418 0.3407 0.3407
w3 0.1134 0.1126 0.1120 0.1133 0.1135

¢1  —0.0569 —0.1467 —0.1465 —0.0216 —0.0609

Phase @2 —0.2428 —-0.2082 —0.3285 —0.2656 —0.2611
p3 01771 0.1797 0.2008 0.1409 0.1135
R? 0.9909 0.9912 0.9916 0.9922 0.9931

5.2. The Circadian Rhythms

The Circadian Rhythms was an experiment that recorded the temperature of a long-tail pocket mouse
every two minutes over three months. As some problems arose during the experiment, a proportion
of outliers remained in the dataset. Though these outliers make the estimation quite difficult,
they are meaningful and necessary for verifying the performance of an algorithm, because noise
is ubiquitous in real-life signals. In this work, a 20 min temperature sample averaged from the dataset
was extracted, and a four-component sinusoid model was used for the estimation, expressed as
Equation (9):

y(t) = K+ Asin(wt + ¢), )

where K is the offset, A denotes the amplitude of sinusoid signal, w and ¢ are the frequency and
phase, respectively.

The parameter initialization for the estimation was set as K € [y, — 50,y + 50], A € [—100,100],
w € [0, 7], and ¢ € [0, 7t]. Parameter v, is the median of the real data. The parameter configurations
for the algorithms were the same as those set in Section 5.1, except the ones for the EGA, whose new
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settings were: [P, Pp] = [0.7,0.7], and [Py1, Py2] = [0.15,0.35]. The corresponding evaluated results
are illustrated in Figure 8 and Table 6.

Figure 8 displays the original data and the best fitting curve. From this graph, it is evident to see
that the dataset contains a large number of outliers, but the fitting curve successfully ignores them and
follows nicely the periodic trend. In addition, the less evident outliers close to the fitting curve did
not distort the data fitting, either. To examine the results in Table 6, we found that the sum of squared
residuals (SSR) of the EGA is less than that of the others, indicating that the performance of the EGA
surpasses its competitors. Considering the same dataset, it was reported that the fitted frequency by
the elemental set method [48] was 0.0873, which once again is close to our frequency estimation.

A
Real Data—EGA

350 \/\/\/\/\/\/\/\/

300
250

200

Temperature

0
0 100 200 300 400 500 600
Time Point

Figure 8. Plots of Circadian Rhythms data and fitting curve.

Table 6. Estimation results of SGA, PSO, CS, CMGA, and EGA for Circadian Rhythms.

Parameter SGA PSO CS CMGA EGA
Offset (K) 369.8530 370.1633 370.0567 370.1083 369.4427
Amplitude (A) 23.1916 23.2972 23.3108 23.2656 22.5831
Frequency (w) 0.0886 0.0891 0.0874 0.875 0.0872
Phase (¢) 0.8699 0.9205 0.9460 0.8877 0.9457
SSR 1.0902 x 103 1.0908 x 10> 1.0912 x 10° 1.0898 x 10° 1.0194 x 103

6. Conclusions

This work presents an EGA for estimating the parameters of sinusoidal signals. The proposed
algorithm takes into account the preservation of population diversity, the balance between convergence
speed and accuracy, and the implementation complexity. In contrast to other genetic algorithms,
the main features of the EGA are:

e  aprejudice-free selection mechanism for preserving population diversity;
e aTSC operation for enhancing information exchange among individuals and variables;

e An adaptive mutation strategy to avoid premature convergence and stagnation scenarios.

To evaluate the performance of the proposed method, studies based on benchmark functions
are conducted. The results indicate that the EGA not only achieves a higher accuracy and faster
convergence speed, but also it provides a good robustness against noise, showing an overwhelming
superiority over the SGA, the PSO, the CS, and the CMGA. At last, parameter estimations of real-life
sinusoidal signals are performed, which demonstrates the superiority and validity of the proposed
algorithm in its entirety.

The EGA has many issues worth studying further, such as the relationship between time
consumption and number of offspring, the applications where it excels and fails, and so on.
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Appendix A

The employed benchmark functions in this work:

Sphere: fi(x Z x; (A1)

c [—5.12,5.12],x1‘ =(0,0),ff =0

2 4
Zakharov: f(x) = ix + (20513@) + (i 0.5ix1-> (A2)
i=1

i=1
€ [_5/ 10],3(2 = <0’0>’f2 =0
1

Rosenbrock: f3(x) = ) <1OO (xi+1 _ x?)z + (x; — 1)2> (A3)

i=1
€ [—2.048,2.048], x5 = (0,0), f5 =0

i
(*0-2\/0'5 i x12> (0.5 i cos2nxi>
Ackley: fy(x) = —20-¢ =) —e\ = +20+e (A4)

€ [-32,32], xZ - (0 0), f; =0
4000 ( > (A5
€ [—600, 600],x5 = (0, o),f5 =0

1+ cos (12\/x% + x%)
WaveDrop: fg(x) = — 2705 (2 + ) (A6)
2 X T

€ [-5.12,5.12],x; = (0,0), f¢ = —1

Griewank: f5(x

X.S. Yang’s No.2 fct.: f;(x) = 2 |x;] - < 5 n( )> (A7)

Xi € [_271—/27{}/36; = (O/O)/f7 =0

=

— ¥ Ujx?

1

n
X.S. Yang’s No.5 fct.: fg(x) = |1 — e< i=1 ) + ) U sin? (27tnx;) (A8)
i=1

U; ~ Unif[0,1],x; € [-2m, 27|, x5 = (0,0), fg =0
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