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Abstract:



Urban environments are characterised by the presence of copious and unstructured noise. This noise continuously challenges speech intelligibility both in normal-hearing and hearing-impaired individuals. In this paper, we investigate the impact of urban noise, such as traffic, on speech identification and, more generally, speech understanding. With this purpose, we perform listening experiments to evaluate the ability of individuals with normal hearing to detect words and interpret conversational speech in the presence of urban noise (e.g., street drilling, traffic jams). Our experiments confirm previous findings in different acoustic environments and demonstrate that speech identification is influenced by the similarity between the target speech and the masking noise also in urban scenarios. More specifically, we propose the use of the structural similarity index to quantify this similarity. Our analysis confirms that speech identification is more successful in presence of noise with tempo-spectral characteristics different from speech. Moreover, our results show that speech comprehension is not as challenging as word identification in urban sound environments that are characterised by the presence of severe noise. Indeed, our experiments demonstrate that speech comprehension can be fairly successful even in acoustic scenes where the ability to identify speech is highly reduced.
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1. Introduction


The soundscape of modern urban environments is busy and full of noisy events such as traffic and construction works. Indeed, many major cities suffer from noise pollution [1], and there is significant evidence that this noise pollution contributes to several health disorders, including heart decease, diabetes and hearing loss, in millions of individuals [2,3]. At the same time, the urban soundscape is a rich source of information, and there is growing research interest in leveraging such information for realising the vision of autonomous driving in intelligent transportation systems [4]. Indeed, urban sound signals contain important cues that are vital for navigation in urban environments, yet difficult to obtain with traditional sensing modalities (e.g., cameras, lasers, etc.), such as horns or sirens from emergency vehicles [4,5,6].



The presence of copious and unstructured noise constitutes a continuous speech intelligibility challenge both in healthy and hearing-impaired individuals. Noise interferes with a speech signal at different levels, which are traditionally grouped into energetic masking and informational masking [7]. Energetic masking refers to the noise that physically interferes with the speech signal in the acoustic environment. Informational masking, on the other hand, refers to noise that perceptually interferes with the speech signal as part of the cognitive process of perception in listeners. Not surprisingly, the effect of noise on speech intelligibility, defined as the percentage of a message understood correctly [8], goes beyond the effect of energetic masking. There is supporting evidence in the literature that speech intelligibility is particularly challenged in the presence of sudden or random unstructured noise, i.e., noise able to draw the attention of the listeners [9,10], as well as noise that creates linguistic confusion and increases cognitive load [11,12,13]. This work focuses on urban sound environments and investigates the impact of specific sources of urban noise on speech identification (i.e., the ability to identify specific words) and, more generally, on speech comprehension (i.e., the ability to understand content). We believe that a better understanding of the effects of background noise on speech recognition and understanding in real-world urban scenarios is fundamental for the development of effective and robust assistive technologies for people with hearing impairments [14]. Indeed, approximately 25% of hearing aid users report that they do not wear their hearing aids because they did not work effectively in hard listening situations, occasionally amplifying the background noise to unacceptable or even painful levels [15]. Furthermore, the analysis of the impact of urban noise on speech perception could also serve as a crucial element in the design of intelligent in-car noise-cancelling solutions, able to adapt to the characteristics of different maskers and their effects on speech intelligibility, both for listeners with normal and impaired hearing.



In this direction, we explore the ability to correctly perceive and interpret conversational speech in listeners without any hearing impairment, in the presence of urban noise, such as street traffic and drilling. Upon analysing data collected from 20 individuals, we present experimental evidence that indicates that in the presence of excessive urban noise, understanding particular words is very challenging, yet urban noise does not necessarily impact the ability of the listeners to understand content as severely as identifying the words. These results confirm that hearing aid technology would benefit from investigating the potential of improving the understanding of the relevant content rather than words in environments that are characterised by excessive background noise, such as urban scenarios.



In line with previous works that focus on different acoustic scenarios (e.g., [10,16]), our experiments indicate that word identification in urban environments is more successful under the presence of noise that is different from speech, as opposed to noise that is similar to speech. In particular, we employ the Structural Similarity (SSIM) index [17] to calculate the similarity between time-frequency visual representations (i.e., gammatone-based spectrograms [18]) of the speech and the noise signals. Our experiments suggest that there is a negative correlation between the SSIM index and the performance of the participants. The SSIM index is designed and traditionally used in image processing to identify the structural similarity of images, and to the extent of our knowledge, this is the first time in the literature that SSIM is applied to audio signals.



The remainder of this article is structured as follows. Section 2 briefly summarises the related work. Section 3 presents the experimental setup. Section 4 focuses on the analysis of collected data and presents the results. Lastly, Section 5 discusses the results, and Section 6 provides conclusive remarks.




2. Related Work


Speech perception in healthy and hearing-impaired individuals has been widely analysed in the literature, under several perspectives and for different goals. Much attention has been devoted to speech intelligibility against multi-talker noise and to the various factors that might influence it (for a general review, see [16]). In [13,19,20], the authors analyse consonant and sentence recognition under babble noise, exploring the role played by the proficiency of the listeners in the languages of the target speech. The impact of the characteristics of the speakers’ voices has been explored in [11]. The influence of age, hearing loss and cognition on intelligibility and cognitive load has been investigated in [21]. Furthermore, the effect of different kinds of background music on word spotting has been presented in [10].



In recent years, noise pollution has become an increasingly important concern, instigating the development of new research areas in the attempt to reduce the negative effects of environmental noise, as well as safeguarding the health and well-being of people and, more generally, of the ecosystem. In [22], the authors investigate the way urban noise shapes animal communication systems, while [23] explores the effects on the human population, such as physiological responses, health outcomes, annoyance and sleep disturbance. Acoustic comfort has been analysed in [24], while [25] provides an extensive survey on sound preference towards laying the foundation of a more sustainable and human-friendly soundscape design. While we share the aspirations of these works, our focus is on speech perception considering different types of common urban noise. In particular, we aim to quantitatively analyse the distracting and masking effect of urban noise on speech identification and comprehension. Holmes et al. [26] investigated the relation between speech intelligibility and semantic context for hearing aid users. They investigated the effect of keeping a consistent topic across sentences on the reduction of subjects’ effort when listening to competing talkers in a reverberant background. Their results show improved speech intelligibility for same-topic compared to different-topic sentences. Previous studies (e.g., [27]) proved that context improves speech intelligibility and that there is not necessarily a correlation between speech comprehension and speech intelligibility. In [28], the authors demonstrated that, in the case of babble background noise, while speech comprehension scores increase linearly with the noise level, speech intelligibility scores are characterised by a much higher variability, even for moderate noise conditions. Building on those results, we analyse the relation between speech identification and comprehension in an urban case scenario, comparing the effects and the efficacy of different traffic noise maskers. The literature on speech perception in urban scenarios is, at this time, quite limited. In [29], which is one of the few examples in this direction, intelligibility is based on the correct identification of the final word in noisy sentences, where the word predictability is low. Different from [29], in this paper, we focus on the identification of randomly-selected words with contextual weight. In [30], the authors investigate speech intelligibility in primary schools, in the presence of various types of noise that are common in a classroom, such as traffic noise, room babble and fan coil noise. Different from [30], our work focuses on street noise, such as traffic, construction work and car engine noise. Furthermore, rather than relying on more traditional speech intelligibility indexes (e.g., [31,32]), we propose a new measure of speech intelligibility for word spotting, which is based on applying image processing techniques to visual representations of the tempo-spectral content of the acoustic signals. More specifically, we employ the SSIM index [17] to investigate how the difference between the target and the masker signals can affect the ability to hear specific words. Our results confirm previous findings in different noisy conditions (e.g., [10,16]) and show that speech identification is conditioned by the similarity between the target and the masker sound.




3. Experimental Setup


To analyse how different types of urban noise affect speech perception, we have created stimuli using three types of urban noise. For these stimuli, we designed a set of experiments using the PsyToolkit [33,34]. We asked 20 participants to perform the experiments after they confirmed they understood the experiments. The participants’ ages were between 25 and 45, and they did not suffer from any form of hearing impairment. All participants were either native English speakers or proficient L2 (second language) English speakers. Moreover, the participants performed the experiments in a silent environment using headphones. The experiments were as follows.



The participants listened to three short stories (each story about one minute long) where we added heavy traffic, construction work and running car engine noise to each story, respectively, i.e., a monaural composition of noise and target speech, where both stimuli are diffused. We added the noise to each story from the beginning of the story. We recorded these stories in a silent environment, with no environmental noise. The stimuli used to generate the noisy samples were extracted from the urban sound dataset [35]. The relative statistical levels of the noises are provided in Table 1.


Table 1. Statistical noise levels in decibels relative to full scale (dBFS) .





	Level
	Construction Work
	Car Engine
	Heavy Traffic





	L10
	−16.7
	−16.2
	−16.5



	L90
	−40.7
	−39.1
	−41.7









Figure 1 plots the spectrum of the maskers in one-third octave bands. Figure 2 shows the behaviour of the spectrum of the maskers over time. The target-to-masker ratio (i.e., Signal-to-Noise Ratio (SNR)) of each test was [image: ] dB, and all the tests were normalised to have the same Root Mean Square (RMS) energy (i.e., the RMS energy of the urban noise was set 5 dB lower than the RMS energy of the narrative). We performed some pilots to empirically choose the most appropriate value of the SNR, to make sure that the task was neither too easy, nor too hard. The participants were not able to pause or rewind the stories while being played. The stories were fairly simple and used everyday language that was easy to understand. After listening to the stories, we asked the participants a set of questions, in two separate tasks. During this step, the participants had the option of taking breaks while answering the questions, in an attempt to diminish any effect on the performance due to tiredness. The first task was word spotting. In this task, we presented a list of 20 words to the participants; the presented word list being a combination of random words with some correlation to the story line and specific words selected from each story with a normal distribution. The words selected directly from each story had a contextual weight, i.e., we did not present words such as “the” or “and” that appear in spoken English with a high frequency. The main purpose of choosing the words with correlation to the story line was to determine whether the participants relied on speculation rather than actual hearing when answering the questions. The participants specified which of the words they could recognise from the story they had just heard. The average frequency of the selected words in the British National Corpus [36] is 11,732, 10,678 and 8098 for each story, respectively. ANOVA tests did not find any significant difference between the stories ([image: ]), nor between the true and false words (i.e., words actually present in the listening and words not part of the listening, but presented to the subjects for the word spotting task) in each story ([image: ], [image: ], [image: ], respectively). Lastly, the selected words were not phonetically balanced. For the second task, we asked the participants 5 questions with contextual relevance to each story line, with either “yes”, “no”, or “I don’t know” as available answers.


Figure 1. The spectrum of the three maskers in one-third octave bands: (a) Construction Work; (b) Car Engine; and (c) Heavy Traffic.



[image: Environments 05 00056 g001]





Figure 2. Spectrograms of the three maskers in one-third octave bands in dBFS: (a) Construction Work; (b) Car Engine; and (c) Heavy Traffic.



[image: Environments 05 00056 g002]






Aiming to emulate a natural environment, before the actual experiments, a trial story was presented to the subjects, allowing them to adjust the volume. The trial story, characterised by the same SNR level and presenting the same structure of the real experiments (i.e., a narrator’s voice masked by urban noise of a different kind from the one utilised in the real experiments), had also the goal of letting the subjects get familiar with the experiments, avoiding any “surprise effect” at the beginning of the real experiments, which might have caused the subjects to miss part of the listening, due to the attentive mechanisms operating.



At the end of the experiment, we asked the participants a set of multiple answer questions in a post-questionnaire. These questions mainly aimed at collecting information about the difficulties they experienced while listening to the stories and the potential reasons behind such difficulties. Their answers confirmed that the reductions in speech identification were due to the noise, rather than the loss of concentration or memory issues in remembering the specific words heard.




4. Results


In this section, we analyse the performance of our subjects in both tasks (i.e., word spotting and answering the questions). Figure 3 shows the true positive rate for all maskers. HT indicates the case of Heavy Traffic noise; CW refers to Construction Work noise; while CE indicates the case of Car Engine noise. Specifically, the figure reports the mean and standard deviation (on error bars) across all subjects. We observe that in all three cases, the subjects perform better in the question answering task compared to the word spotting one. A repeated-measures Analysis of Variance (ANOVA) test with the task type as the factor confirmed the statistical significance of this difference ([image: ], degrees of freedom (DF) = 1). The Mauchly test verified that the sphericity condition was not violated. Furthermore, we note that the car engine noise results to be the most challenging one with regard to the word spotting task, while yielding the greatest performance in the context-related questions.


Figure 3. True positive rate for all maskers, both in the word spotting and question answering tasks. HT indicates the case of Heavy Traffic noise; CW refers to Construction Work noise; while CE indicates the case of Car Engine noise. The figure reports the mean and standard deviation (on error bars) across all subjects.



[image: Environments 05 00056 g003]






4.1. Word Spotting and Question Answering


Figure 3 suggests a significant difference in the performance of the subjects in the word spotting task in varying types of background noise. A repeated-measures ANOVA test with masker type as the factor confirmed the statistical significance of this difference ([image: ], DF = 2). The Mauchly test verified that the sphericity condition was not being violated. Car engine noise resulted in being the most challenging one for this task, while construction work noise was the one yielding the greatest performance. Post hoc tests (with Bonferroni adjustment for multiple comparisons) proved a significant difference ([image: ]) in the performance of the subjects between the CW noise and the other cases, while no significance difference was observed between the HT and the CE cases. Figure 4a shows the result of the post hoc tests for this task.


Figure 4. The figure shows the results of the post hoc analysis, both in the case of word spotting (a) and question answering (b) tasks, using the type of masker as the factor. The mean and standard deviation across all speakers for all three masking conditions are shown.



[image: Environments 05 00056 g004]






Figure 3 also suggests a significant difference in the performance of the subjects in the question answering task with varying background noise. A repeated-measures ANOVA with masker type as the factor confirmed the statistical significance of this difference ([image: ], DF = 2). The Mauchly test verified that the sphericity condition was not being violated. The results from the story with construction work noise indicated it as the most challenging one for this task, while car engine noise was the one yielding the greatest performance. Post hoc tests (with Bonferroni adjustment for multiple comparisons) proved a significant difference ([image: ]) in the performance of the subjects between the CE noise and the other cases, while no significant difference was observed between the CW and the HT cases. Figure 4b shows the result of the post hoc tests, providing a direct comparison of the performance of the subjects in the question answering task.




4.2. Masker Characterisation


To investigate the effect of the tempo-spectral characteristics of the maskers on the performance of the subjects in word spotting, we analysed the time-frequency content of the various stimuli. Specifically, we were interested in the analysis of all audio fragments in the stories containing each of the words presented to the subjects. Our tempo-spectral analysis relied on the use of gammatone filter banks [18]. The gammatone filter banks were first introduced in [37], as an approximation to the human cochlear frequency selectivity. These filter banks are often used in the literature in speech intelligibility and, more generally, psychoacoustic experiments (e.g., [38,39], among others). The impulse response of a gammatone filter centred at frequency [image: ] is:


[image: ]



(1)




where a indicates the order of the filter and b is the bandwidth, which increases as the centre frequency [image: ] increases. The frequency-dependent bandwidth yielded narrower filters at low frequencies and broader filters at high frequencies. Several investigations have been carried out to compute the values of the filters’ parameters that best approximate the human auditory filter. In this work, following [40] and the implementation proposed by [41], we utilised fourth-order filters (i.e., [image: ]) and approximated b as:


[image: ]



(2)







The centre frequencies [image: ] of the filters are distributed across the available spectrum in proportion to their bandwidth. The identification of those frequencies can be achieved by using the Equivalent Rectangular Bandwidth (ERB) scale [42]. In this work, we used gammatone filter banks to generate a visual representation of the Short-Time Fourier Transform (STFT) of the signals similar to common spectrograms, the gammatonegrams. Building on previous work [10,11], which suggested that stream segregation and, consequently, speech intelligibility were extremely challenged when the target sound and the masking noise had similar characteristics, we proposed a new method to quantify tempo-spectral similarities, by applying image processing techniques to the stimuli’s gammatonegrams. In particular, we make use of the Structural Similarity (SSIM) index [17]. This method estimates the visual impact of shifts in image luminance and changes in contrast, as well as any other remaining errors, collectively identified as structural changes. Since its introduction, the SSIM index has been employed in a variety of image processing problems, which aimed to assess image quality or similarity, including image denoising [43], image restoration [44] and contrast enhancement [45]. In this work, we explore the possibility of measuring the difference in the time and frequency domain of two audio signals, by comparing their gammatonegrams using the SSIM as the metric. Let [image: ] be the image signal related to the gammatonegram of the audio frame of a clean word uttered and [image: ] the image signal related to the gammatonegram of the correspondent audio frame of the masker overlapping with the word. We compute the SSIM between the two signals as:


[image: ]



(3)




where [image: ] refers to the luminance term, [image: ] to the contrast term and [image: ] to the structural term, and they are computed as:


[image: ]



(4)






[image: ]



(5)






[image: ]



(6)




where [image: ] and [image: ] indicate the mean intensity of signal [image: ] and [image: ], respectively. Moreover, [image: ], [image: ] and [image: ] refer to the standard deviations and cross-covariances for the signal [image: ] and [image: ]. [image: ] is a constant introduced to avoid instability when [image: ] is very close to zero. Similar reasoning is applied to the other constants [image: ] and [image: ]. It is possible to generate a SSIM index map, by applying a sliding window over the two image signals and computing the SSIM index for each of these windows. It is also possible to employ different window structures to weight specific parts of the images differently. In this case, we follow the original approach proposed by [17]. Figure 5, Figure 6 and Figure 7 show examples of gammatonegrams for the first, second and third story, respectively. These figures report both the clean utterance of one of the words presented to the subjects and the correspondent (overlapping) noise frame. The figures also illustrate the SSIM index map between the two gammatonegrams. In all three cases, local (frame related) [image: ] dB.


Figure 5. (a) The gammatonegram of one of the words uttered (and presented to the subjects in the experiments for the word spotting task) from the first story without any masker; (b) the gammatonegram of the masker (construction work noise) sound frame overlapping the word in (a); and (c) the SSIM map between the two gammatonegrams in (a,b). The Structural Similarity (SSIM) index is 0.59.



[image: Environments 05 00056 g005]





Figure 6. (a) The gammatonegram of one of the words uttered (and presented to the subjects in the experiments for the word spotting task) from the second story without any masker; (b) the gammatonegram of the masker (car engine noise) sound frame overlapping the word in (a); and (c) the SSIM map between the two gammatonegrams in (a,b). The SSIM index is 0.78.



[image: Environments 05 00056 g006]





Figure 7. (a) The gammatonegram of one of the words uttered (and presented to the subjects in the experiments for the word spotting task) from the third story without any masker; (b) the gammatonegram of the masker (heavy traffic) sound frame overlapping the word in (a); and (c) the SSIM map between the two gammatonegrams in (a,b). The SSIM index is 0.69.
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Figure 8 shows the SSIM indexes and the local SNR values for each of the words presented to the subjects across all of the stories. Figure 8a indicates a moderate negative correlation of −0.39 between the performance of the subjects (expressed as the average number of times each word was heard) and the SSIM indexes. A permutation test with 10,000 re-samples at the 5% significance level validated the results, proving the significance of the correlation. No significant correlation ([image: ]) was observed between the local SNR values and the performance of the subjects (expressed as the average number of times each word was heard).


Figure 8. (a) The SSIM against the average number of times the words were identified for all stories; the correlation between them is shown on the legend; (b) local SNR values against the average number of times the words were identified for all stories; the correlation between them is shown on the legend.



[image: Environments 05 00056 g008]








5. Discussion


Our experiments aim to evaluate the relation between speech identification and comprehension in the presence of common urban noise maskers. The results confirm previous work in different acoustic scenarios that there is no correlation between the two aspects. Indeed, in the same noisy conditions, subjects perform significantly different in the two tasks (i.e., word spotting and question answering). In particular, in the word spotting task, construction work noise seems to be the least challenging masker, while in the question answering task, the listeners were most successful in the presence of car engine noise. It is interesting to notice that the subjects perform quite poorly in word spotting against car engine noise. Several factors could explain this behaviour. When noisy conditions are extremely challenging, the attentive effort and the cognitive load necessary to interpret the speech stimuli are greater. As there is evidence that human processing of spoken language is hierarchically organised [46], it is possible, then, that the subjects tend to focus on detecting and discriminating words, without being able to proceed at higher levels of the processing ladder. On the other hand, when the noisy condition is not as hard, the subjects are able to analyse the speech stimuli at a higher level of abstraction and improve speech comprehension.



In the attempt at quantifying the masking power of the different noisy conditions utilised, we use the SSIM index (a metric for comparing the structural similarity of images) on visual representations of the speech and the noise signals. The experiments suggest that the SSIM index is a more effective predictor of word intelligibility than the SNR. This result is in line with the previous work (e.g., [10,16,47], among others) and highlights the fact that the tempo-spectral similarity between the target and the noise signals is what best characterises the capability of discriminating words against a specific masker. In addition, we believe that precedent exposure to the maskers might have played a role. Indeed, previous investigations (e.g., [48]) showed that auditory perception in noise can be improved by training. Extensive exposure could result in involuntary training, as well, making the more common noise conditions, such as a car engine, less distracting and influential. Lastly, we observe that performance is generally higher in the question answering task. One explanation for this can be the natural redundancy of speech, which allows humans to understand the meaning of a sentence without necessarily identifying all of its words.




6. Conclusions


In this work, we explored speech identification and comprehension in the urban soundscape. More specifically, we carried out listening experiments to evaluate the masking effect of different types of common urban noise on everyday conversational speech. Our evaluation did not identify any statistically-significant relationship between speech understanding and word identification (i.e., higher speech identification does not necessarily translate to more accurate speech comprehension), suggesting that the nature of the noise and behavioural aspects play a major role in the listening performance. To further investigate the reasons behind those findings, we proposed a new masker characterisation metric, using a similarity index traditionally used in the image processing literature, the Structural Similarity index (SSIM). SSIM aims to quantify the difference between tempo-spectral representations of the target signal and the masker, analysing luminance, contrast and structure. Our experiments suggest that word identification is dependent on the similarity between the target signal and the masker. In particular, higher structural similarity decreases the identification rate. These encouraging results confirm a relationship that has been demonstrated in different scenarios (e.g., [10,16,47]) in the context of urban environments and acts to support evidence on the validity of the SSIM to characterise maskers. It is the authors’ hope that future studies will validate this approach in different contexts. Future work could also investigate if SSIM can be used to predict attention bias. In addition, future work could explore the impact of linguistic related factors naturally operating in the same setting, encouraging research towards hearing assistance solutions (e.g., hearing aids) that do not only focus on improving the hearability of words, but also sentence-based meaning extrapolation and understanding. Furthermore, future work could explore speech intelligibility in urban environments using rigorous intelligibility tests [49] and the potential of other similarity metrics (e.g., Kullback–Leibler divergence) to quantify the relationship between the masker and the target signal. Lastly, it would be interesting to evaluate the effect of other elements of the environment, such as the directional characteristics of the noise, in more natural settings [50,51].
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