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Abstract: How decisions are made when autonomous vehicles (AVs) are faced with moral dilem-
mas is still a challenge. For this problem, this paper proposed the concept of common principles,
which were drawn from the general public choice and could be generally accepted by society. This
study established five moral dilemma scenarios with variables including the number of sacrifices,
passenger status, presence of children, decision-making power subjects, and laws. Based on existing
questionnaire data, we used gray correlation analysis to analyze the influence of the individual and
psychological factors of participants in decision-making. Then, an independent sample t-test and
analysis of covariance were selected to analyze the influence relationship between individual and
psychological factors. Finally, by induction statistics of decision choices and related parameters
of participants, we obtain common principles of autonomous vehicles, including the principle of
protecting law-abiding people, the principle of protecting the majority, and the principle of protecting
children. The principles have different priorities in different scenarios and can meet the complex
changes in moral dilemmas. This study can alleviate the contradiction between utilitarianism and
deontology, the conflict between public needs and individualized needs, and it can provide a code of
conduct for ethical decision-making in future autonomous vehicles.

Keywords: automated driving; moral dilemmas; behavioral decisions; common principles

1. Introduction

With the rapid development of artificial intelligence, autonomous vehicles (AVs) are
an inevitable trend for future transportation development. They have the advantages of
reducing traffic accidents, improving traffic efficiency, reducing fuel costs, and protecting
the environment [1,2]. Under unexpected conditions such as the failure of the sensory
equipment of AVs and the sudden entry of objects in front of them [3], AVs will encounter
situations where collision is unavoidable, i.e., a moral dilemma.

Although these emergencies (moral dilemmas) occur in a split second, we still need to
study such low probability accidents in order to protect human lives. At the same time,
studies have shown that people may refuse to buy AVs if there is no clear moral algorithm
to guide the decision-making of autonomous driving systems [2]. Therefore, how to make
moral decisions that are acceptable to the public is an important challenge for AVs.

Current research on decision-making in response to moral dilemmas has focused
on the conflict between choosing utilitarian or deontological moral principles, and the
contradiction between public and individual needs. But few studies have been conducted
on the common principles that can be universally followed by AVs. To enhance the trust
and confidence of consumers in AVs, this study adopts the moral dilemma of AVs as
the research context based on existing theoretical approaches. The common principles
of moral decision-making that can be universally accepted by society and the public are
investigated. Moreover, the principle can be used as a premise and basis for moral dilemma
decision-making in AVs.

This paper is organized as follows: Section 2 contains a review of the current literature
related to moral dilemma decision-making in AVs. Section 3 presents the moral dilemma
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scenarios and the corresponding questionnaire data, and also describes the data analysis
methods which were used. Section 4 contains the results of Statistical Product and Service
Solutions (SPSS) independence analysis and gray relational analysis to obtain the effects
of age, gender, and psychological factors on decision-making under the role of variable
factors in each scenario. Section 5 discusses the information extracted from different
scenarios and summarizes the common choice characteristics of members of the public
in AVs moral dilemma decision-making. Finally, in Section 6, we derive the order of the
principles of protection of the majority, protection of children, and protection of the law
under different conditions.

2. Literature Review

This section focused on research related to three aspects of AVs: moral dilemma,
deontological versus utilitarian moral preferences, and public versus individualized needs.

2.1. Moral Dilemma

Research on moral dilemmas can be traced back to the famous philosophical problem
of the “trolley dilemma” posed by Philippa Foot in 1967 [4–6], and later extended to the
“flyover dilemma” in which participants must directly participate [7]. A survey on the
“trolley dilemma” showed that 89% of respondents were willing to sacrifice one person
to save the lives of five, but in the flyover dilemma only 12% agreed to push out the fat
man [8]. This also illustrates the complexity of the moral dilemma itself.

Moral dilemmas are an important challenge for AVs in determining whether they will
actually make it to the road. For AVs, the question is whether they should continue to drive
as usual and hit most people on the road or suddenly swerve and hit only one person. Or
does an autonomous vehicle need to act differently when the passenger’s life is at stake,
rather than a pedestrian outside the vehicle [9]? The major autonomous driving companies
believe that advanced driver assistance systems will continue to evolve, eventually leading
to a future of zero autonomous driving accidents. However, they also acknowledge that
at this stage all AVs may face the rare traffic situation of an unavoidable collision (moral
dilemma) [10]. So, this kind of dilemma still exists.

To solve the dilemma, autonomous driving companies such as Baidu, Tesla, and
Google have mainly targeted enhancements in the decision-making framework and tech-
nology of AVs. Many other companies have conducted research on moral dilemmas [10], as
shown in Table 1. As can be seen above, current autonomous driving technologies are not
sufficient to address moral dilemmas, and can only provide speed adjustment and remote
manual supervision of vehicles. However, they are still actively exploring the ethical and
social needs dimensions of autonomous driving decisions.

2.2. Deontologicalism and Utilitarianism

Moral dilemmas arise as a direct result of the diversity of moral norms. The ethics of
autonomous driving focuses on the conflict between both utilitarianism and deontology.
The current research on moral codes in resolving moral dilemma conflicts has taken four
approaches: classical dilemma paradigm [11], process dissociation paradigm [12], CNI
model [13], and CAN algorithm [14,15]. These methods can obtain the utilitarian or moral
preferences of decision-makers under different conditions of influence.

Deontology asserts that the justification of an act comes from whether the act itself
meets ethical standards, i.e., the AV must comply with certain basic norms. Related studies
have mainly focused on rules and principles approaches in simple traffic environments;
for instance, Thornton et al. [16] proposed the Three Laws of AVs, which specify the pri-
ority collision order of pedestrians, cars, and other objects in collision decisions. And
Pagnucco et al. [17] presented a knowledge-based cognitive contextual algorithm for be-
havioral ethical reasoning. However, in the face of complex real-world traffic situations,
deontology is difficult to design with full rule coverage.
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Table 1. Research advances in moral dilemmas for autonomous driving companies.

Autonomous Driving
Company Research Method

Intel Reduce speed in advance when vehicle vision is obscured; choose to maintain
autonomous control of the vehicle; use the Responsibility Sensitive Safety (RSS) model.

Mercedes-Benz and Bosch Using Object and Event Detection and Response (OEDR) system to help autonomous
driving systems handle traffic situations.

BMW Set up a “black box” to store data that collates responsibility for accidents and is used
to assign responsibility for people and machines in accidents.

Toyota Establish clear rules in advance and set up a black box to store accident data for use in
assigning responsibility in the event of a subsequent accident.

Uber Manual supervision method, where the task specialist performs manual control of the
vehicle in scenarios not included in the vehicle operation design field.

AutoX Remote supervision method, where remote operators can check and correct the results
of decisions.

Zoox Remote supervision method, where a remote operator will remotely guide the vehicle
in case of uncertainty.

By contrast, utilitarianism advocates the greatest happiness for the majority with
the least damage, i.e., AVs should minimize the total harm caused by accidents. Most
of the current decision-making research has chosen the utilitarianism of collision loss
minimization. Researchers can use algorithms such as artificial intelligence to predict the
severity of road traffic accidents based on state information such as the mass ratio, relative
speed, and angle of the vehicle to the collision object for utilitarian loss calculations [18,19].
However, the disadvantages of utilitarianism are also obvious. If the decision algorithm
does not protect the interests of vehicle owners, it will reduce the consumer subject’s desire
to purchase or even cause them to refuse to purchase AVs.

Both deontology and utilitarianism have advantages and disadvantages in moral
dilemma decision-making for AVs. Therefore, not only considering the deontological
rulemaking but also the utilitarianism of minimizing losses in decision-making, and the
relationship between the two needs to be properly coordinated.

2.3. Public and Individual Needs

In addition to ethics, it is important to address the contradiction between public
and individual needs in automated vehicle decisions. Current studies have shown that
factors such as age, gender, education, national culture, anxiety, vehicle safety, and traf-
fic accident rates influence AVs decision-making [20,21]. In order to obtain public ideas,
Edmond et al. [22] designed an online moral machine experiment platform that collected
40 million decision outcomes from millions of people in 233 countries and regions. The
study showed that most people prefer to protect human beings, protect most lives, and pro-
tect young people, even though these choices may result in the death of passengers [22–25].

However, contrary to the results of moral machine studies, Bonnefon et al. [23] found
that most people still prefer to purchase AVs that prioritize the safety of occupants in the
vehicle. Moreover, Etienne et al. [26] argued that moral machines do not represent the
general view of society. AVs need to be truly morally responsible and able to properly
measure the risk to passengers and pedestrians as well as the safety of the vehicle [27].
These side effects reflect the uncertainty and vulnerability of public trust in automation [28].

In order to investigate the need for personalization, Gogol et al. [29] suggested allowing
users to choose their own personal moral settings, and Contissa et al. [30] proposed setting
their moral preferences by a continuously rotatable knob that turns left for “altruism” and
right for “self-interest”. Moral decision-making principles cannot be determined by a
single principle. Instead, personalized design without any restrictions and based solely
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on individual user preferences is likely to lead to a prisoner’s dilemma. Users will choose
a suboptimal outcome that negatively affects society. Furthermore, human values [31],
public moral preferences, and personal requirements need to be reflected in moral dilemma
decisions for AVs.

In summary, the moral dilemma decision of AVs entails not only technical aspects
but also involves moral ethical and social aspects. This study aimed to establish common
principles that can be generally accepted by society and the public from the perspective
of alleviating the conflict between utilitarianism and deontology and the contradiction
between public and individual needs.

3. Materials and Methods

In order to explore common principles under the moral dilemma of AVs, this paper
first selected a typical moral dilemma scenario, and then built the corresponding scenario
based on five variables chosen, which included the number of sacrifices, vehicle passenger
status, presence of children, decision-making control, and the law. In this section, we
found relevant open-source data from Bonnefon et al. [23] for the selected moral dilemma
scenarios and conducted a demographic analysis of the data. Finally, according to the needs
of this paper and the characteristics of the open-source data, we chose the methods of gray
correlation analysis, independent sample t-test, and analysis of covariance.

3.1. Scene Description

The classical moral dilemma scenario was selected as the basis of this paper. In order
to explore the factors that influence the common principles of AVs confronting a moral
dilemma, the design of this study contained five progressive questionnaire moral dilemma
scenarios. The specific information of the scenarios and the decision-making choices of AVs
are as follows:

1. The scenario with the number of lives sacrificed as the variable is that you are driving
an AV on a main road with a speed limit, and 1/2/5/10/20/100 pedestrians suddenly
appear on the road ahead. At this point, the AV has two choices: A. Stay on course
and you will not be harmed, but will hit and kill the pedestrians suddenly appearing
in front of you; B. Swerve suddenly to protect the safety of the pedestrians suddenly
appearing in front of you, but the AV will crash into an obstacle and kill you as
a passenger;

2. The scenario with the passenger relationship as the variable is that you/you and your
colleague/you and a family member are riding in an AV on a main road with a speed
limit, and suddenly there are 10/20 pedestrians on the road ahead. At this point, the
AV has two choices: A. Stay on course and you will not be harmed, but will hit and
kill the pedestrians suddenly appearing in front of you; B. Swerve suddenly to protect
the safety of the pedestrians suddenly appearing in front of you, but the AV will crash
into an obstacle and kill you as a passenger;

3. The scenario with the presence of children as a variable is that you/you and your
family member/you and your children are riding in an AV on a main road with a
speed limit, and 10/20 pedestrians suddenly appear on the road ahead. At this point,
the AV has two choices: A. Stay on course and you will not be harmed, but will hit
and kill the pedestrians suddenly appearing in front of you; B. Swerve suddenly to
protect the safety of the pedestrians suddenly appearing in front of you, but the AV
will crash into an obstacle and kill you as a passenger;

4. The scenario in which the controlling subject of the decision is a human or a pro-
grammed computer variable involves you/others in an AV driving on a main road
at the speed limit and 1/10 pedestrians suddenly appear on the road ahead. At this
point, the AV has only two choices: A. Stay on course and you will not be harmed,
but will hit and kill the pedestrians suddenly appearing in front of you; B. Swerve
suddenly to protect the safety of the pedestrians suddenly appearing in front of you,
but the AV will crash into an obstacle and kill you as a passenger;
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5. The scenario comparing the presence of illegal pedestrians and law-abiding pedestri-
ans is that you are riding in an AV at high speed on a main road, and 1/10 pedestrians
suddenly appear on the road ahead. The AV designer is programmed to offer three
choices: A. Stay on course and you will not be harmed yourself, but will hit and kill
the pedestrian who suddenly appears in front of you; B. Swerve suddenly to protect
the pedestrian who suddenly appears in front of you, but the AV will crash into an
obstacle and kill you as a passenger, or the AV will crash into the pedestrian on the
side of the road and you will not be harmed yourself; C. Random choice: the car is
programmed to randomly choose to stay on course or swerve.

The above five scenarios containing the number of sacrifices, vehicle passenger status,
presence of children, decision-making control, and the law are summarized in Table 2,
and Figure 1 shows a schematic diagram of the scenarios. In this study, it is assumed
that all persons in the scenarios are adult males unless explicitly stated otherwise, and
the number of people set in scenario 1 exceeds the actual road conditions just to explore
common principles.

Table 2. Scene information of five studies.

Number Passenger Pedestrian
Intruder

Law-Abiding
Pedestrians

Decision
Object

Decision
Choice

Study 1 You 1/2/5/20/100 No Human
A. Stay. Kill intruders.

B. Swerve. Kill passenger.

Study 2
You/You and

Coworker/Family
Member

10/20 No Human
A. Stay. Kill intruders.

B. Swerve. Kill passenger.

Study 3
You/You and Family

member/kid 10/20 No Human
A. Stay. Kill intruders.

B. Swerve. Kill passenger.

Study 4 You/Other people 1/10 No
Human/

Algorithm
A. Stay. Kill intruders.

B. Swerve. Kill passenger.

Study 5 You 1/10 Yes Algorithm

A. Stay. Kill intruders.

B. Swerve. Kill Law-abiding
pedestrians.

C. Random. Choose A or B.

3.2. Questionnaire

This study used multi-scene, multi-perspective questionnaires. Participants would
first be randomly assigned to one of five scenarios. Then, they would be tested by being
randomly assigned to different situations in that scenario. Finally, the questionnaires were
randomly selected from the passenger’s perspective, the pedestrian’s perspective, and the
third party’s perspective.

Based on the need for data and judgment of the actual situation in this paper, it
was difficult to obtain a large amount of questionnaire data. So, this study cited relevant
open-source data from Bonnefon et al. [23], which were obtained from participants’ online
questionnaires and included age, gender, religion, moral evaluation, purchase desire, fear
value, and other relevant research parameters.

In order to conduct sample size and frequency statistics on the data, this paper used
SPSS to perform a descriptive statistical analysis of the participant information. Table 3
shows the results of the demographic analysis of the participants in the five studies. Table 3
provides statistics on the number of participants in each study, analyzing the number,
percentage, mean, and standard deviation of gender and age composition. The overall
male-to-female ratio in this paper was similar, predominantly male (50.8%), and the age
was mainly concentrated between 29 and 50 years old.
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3.3. Gray Correlation Analysis

Gray correlation analysis is a mathematical and statistical analysis method that uses
gray correlation degrees to describe the strength, magnitude, and order of the relationship
between factors [32]. In this paper, there were many factors influencing decision-making in
moral dilemmas, and the size and physical significance of the influencing factors indicators
were different, which met the data requirements of gray correlation analysis. At the same
time, in order to avoid interference in the results due to the overlapping information caused
by multivariate covariance, this study finally chose gray correlation analysis to analyze and
rank the factors influencing driving decisions in ethical dilemmas. The model construction
processes are as follows.

3.3.1. Data Processing

First, to determine the mapping values, X′0 = [X′0(1), X′0(2), . . . , X′0(n)] is assumed to

be the reference data column and X′j =
[

X′j(1), X′j(2), . . . , X′j(n)
]
, (j = 1, 2, . . . , m) is the

comparison data column.
Since the original data is dimensionless, it is assumed that the dimensionless reference

data is listed as X0 = [X0(1), . . . , X0(n)] and the dimensionless comparison data is listed
as Xj =

[
Xj(1), . . . , Xj(n)

]
. The calculation formulas are shown in Equations (1) and (2).

X0(k) =
X′0(k)

X′0
, k = 1, 2, . . . , n. (1)
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Xj(k) =
X′j(k)

X′j(1)
, j = 1, 2, . . . , m. (2)

Table 3. Demographical information for the studies.

Participant * Items Category Frequency Percent M SD

Study 1
449

Gender
Male 241 53.7%

Female 208 46.3%

Age
18–28 211 47.0% 23.94 2.78
29–50 189 42.1% 36.28 6.08
>50 49 10.9% 56.53 5.66

Study 2
212

Gender
Male 91 42.9%

Female 121 57.1%

Age
18–28 86 40.6% 24.48 2.33
29–50 108 50.9% 35.78 6.34
>50 18 8.5% 60.50 6.26

Study 3
391

Gender
Male 184 47.1%

Female 207 52.9%

Age
18–28 147 37.6% 24.06 2.61
29–50 186 47.6% 37.16 6.26
>50 58 14.8% 58.52 5.00

Study 4
374

Gender
Male 223 59.6%

Female 151 40.4%

Age
18–28 156 41.7% 24.54 2.59
29–50 189 50.5% 36.19 5.78
>50 29 7.8% 57.34 6.26

Study 5
267

Gender
Male 121 45.3%

Female 146 54.7%

Age
18–28 106 39.7% 23.81 2.90
29–50 124 46.4% 36.94 6.01
>50 37 13.9% 58.43 5.47

* The number of participants in five study.

3.3.2. Gray Correlation Calculation

We use4jk =
∣∣x0(k)− xj(k)

∣∣ to represent the absolute difference between the refer-
ence data column and the comparison data column at point k, where4 indicates the total
absolute difference, and the formula of4 is shown in Equation (3).

4 =

[
∑m

j=1 ∑n
k=1
∣∣x0(k)− xj(k)

∣∣]
(m× n)

(3)

The formula for calculating the maximum and minimum values of4jk are shown in
Equations (4) and (5) below:

4min = minjmink
∣∣x0(k)− xj(k)

∣∣ (4)

4max = maxjmaxk
∣∣x0(k)− xj(k)

∣∣ (5)

Then the gray correlation coefficients of x and y at k point are shown in Equation (6):

ξ jk =
4min + ρ4max∣∣x0(k)− xj(k)

∣∣+ ρ4max
(6)

ρ is the discrimination coefficient, ρ ∈ (0, 1); and the smaller the value of ρ, the greater
the resolving ability. We usually picked ρ as 0.5.
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The mean values of the correlation coefficients of each indicator and the corresponding
element of the reference data column are calculated separately for each comparison data
column to reflect the correlation between each comparison data column and the reference
data column, which is called the correlation degree and expressed as rj. The calculation
formula is shown in Equation (7).

rj =
1
n

n

∑
k=1

ξ jk (7)

3.4. Statistics and Analysis

The data obtained from the questionnaires were statistically and analytically analyzed
to investigate the influence of participants’ individual factors on psychological factors
in moral dilemma decision-making. An independent samples t-test was chosen for the
analysis of the effect of gender on psychological factors. This method was specifically used
when the dependent variable was a fixed distance variable, and the independent variable
was two mutually independent groups, and compared whether there was a significant
difference between the means of the two groups. In this study, age was divided into
3 groups. In order to investigate the influence of different age groups on psychological
factors, analysis of covariance (ANOVA) was chosen in this paper. This method is mainly
applied to multiple groups of independent variables and analyzes the relationship between
the dependent variable Y and the covariate X in each group. In summary, this paper used
SPSS statistical software (version 24.0) for statistical analysis using the Pearson correlation,
the independent samples t-test, and ANOVA.

4. Results
4.1. Results of Grey Correlation Analysis

Based on the established gray correlation analysis model, this study chose to use the
decision results as the reference data column and the factors influencing the participants’
decisions as the comparison data column; among them, Y1,Y2 were used as individual
factors, and Y3,Y4,Y5 were used as psychological factors.

In this study, the decision outcome was chosen as the reference data column in building
the gray correlation analysis model. The factors influencing participants’ decisions were
used as the comparison data columns, where Y1, Y2 were used as the individual factor,
and Y3, Y4, Y5 as the psychological factor. The quantitative information content of the data
columns is shown in the following Table 4.

Table 4. Quantitative results of driving decision-making influencing factors.

Mapping Name Values

X Decision-making: stay and swerve
are marked as X1 and X2.

Give X1 and X2 an initial value
respectively, using the percentage
of the corresponding number of

records in the total number
of records.

Y1

Gender: the number of men and
women in the questionnaire scene

are marked as Y11 and Y12.

Give Y11 and Y12 an initial value
respectively, using the percentage
of men and women participants

in the total.

Y2

Age: the number of participants in
the questionnaire scene, 18–30 years

old and over 30 years old are
marked as Y21 and Y22.

Give Y21 and Y22 an initial value
respectively, using the percentage

of two age groups in the total.
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Table 4. Cont.

Mapping Name Values

Y3

Fearful: the number of participants
in the questionnaire scene,

1–3 scores and 4–7 scores are
marked as Y31 and Y32.

Give Y31 and Y32 an initial value
respectively, using the percentage
of two- score groups in the total.

Y4

Like to buy: the number of
participants in the questionnaire

scene,1–3 scores and 4–7 scores are
marked as Y41 and Y42.

Give Y41 and Y42 an initial value
respectively, using the percentage
of two-score groups in the total.

Y5

Excited: the number of participants
in the questionnaire scene,

1–3 scores and 4–7 scores are
marked as Y51 and Y52.

Give Y51 and Y52 an initial value
respectively, using the percentage
of two- score groups in the total.

Subsequently, we preprocessed the questionnaire data. Since study 2 was similar to
study 3, study 2 was chosen as the representative. The amount of data processed in this
study was large, so only the preprocessed data results of study 1 are shown in Table 5 in
the paper, and the preprocessed data results of other scenarios are shown in Tables A1–A3.

Table 5. Quantitative results of experimental data in study 1.

Number X Y1 Y2 Y3 Y4 Y5

1 0.60 0.54 0.49 0.53 0.54 0.38
2 0.60 0.46 0.51 0.53 0.54 0.38
3 0.60 0.46 0.51 0.47 0.54 0.62
4 0.60 0.54 0.49 0.47 0.54 0.62

. . . . . . . . . . . . . . . . . . . . .
446 0.40 0.46 0.49 0.47 0.54 0.38
447 0.40 0.54 0.51 0.53 0.46 0.62
448 0.40 0.54 0.49 0.53 0.46 0.62
449 0.40 0.54 0.49 0.47 0.46 0.62

According to the calculation process of the correlation degree, the results of the
gray correlation degree under different scenarios obtained by using MATLAB for pro-
gramming are shown in Table 6. It can be seen that the factors affecting the decision in
different scenarios are different, so individual and psychological factors have little impact
on decision-making.

Table 6. Grey relational degree.

Y1 Y2 Y3 Y4 Y5

Study 1 0.6142 0.6013 0.6024 0.6249 0.6815
Study 2 0.6100 0.5812 0.7025 0.7106 0.6343
Study 3 0.8156 0.8078 0.6044 0.6283 0.7736
Study 4 0.7226 0.6793 0.7413 0.6919 0.7439

4.2. t-Test and ANOVA Result

We further explored the influence of individual factors of participants on psychological
factors and analyzed whether they have an impact on the setting of common principles of
AVs. The results of the independent samples t-test and analysis of covariance processing
using SPSS in this paper are shown in Tables 7 and 8.



Behav. Sci. 2022, 12, 344 10 of 18

Table 7. Independent sample t-test for gender.

Factor Male Female T p

Study 1
Buy 3.60 ± 2.09 3.04 ± 1.96 2.905 0.004 **

Fearful 2.78 ± 1.84 3.70 ± 1.87 −5.216 <0.001 **
Excited 4.55 ± 2.03 3.83 ± 2.11 3.667 <0.001 **

Study 2
Buy 3.22 ± 2.13 2.56 ± 1.71 2.420 0.017 *

Fearful 3.04 ± 1.87 3.88 ± 1.73 −3.380 0.001 **
Excited 4.07 ± 2.24 3.83 ± 1.94 0.815 0.416

Study 3 Enthusiasm 3.91 ± 1.69 2.99 ± 1.64 5.477 <0.001

Study 4
Buy 3.60 ± 2.01 2.81 ± 1.89 3.814 <0.001 **

Fearful 2.58 ± 1.74 3.83 ± 1.84 −6.641 <0.001 **
Excited 4.68 ± 1.95 3.53 ± 2.01 5.532 <0.001 **

Study 5

Buy 3.25 ± 2.14 2.38 ± 1.82 3.543 <0.001 **

Fearful 4.34 ± 1.96 5.32 ± 1.64 −4.402 <0.001 **

Excited 4.25 ± 2.13 3.23 ± 2.04 3.959 <0.001 **
* p < 0.05, ** p < 0.01.

Table 8. ANOVA for age.

Factor 18−28 29−50 >50 F p

Study 1
Buy 3.67 ± 2.1 3.24 ± 1.98 2.29 ± 1.62 11.130 <0.001 **

Fearful 3.07 ± 1.87 3.21 ± 1.93 3.75 ± 1.94 2.495 0.084
Excited 4.62 ± 2.02 4.03 ± 2.13 3.18 ± 1.80 9.763 <0.001 **

Study 2
Buy 3.24 ± 2.14 2.58 ± 1.68 2.84 ± 1.92 3.210 0.042 *

Fearful 3.37 ± 1.98 3.69 ± 1.67 3.48 ± 1.84 1.003 0.368
Excited 4.40 ± 2.03 3.63 ± 2.02 3.50 ± 2.28 3.780 0.024 *

Study 3 Enthusiasm 3.78 ± 1.68 3.28 ± 1.72 3.00 ± 1.74 5.617 0.004

Study 4
Buy 3.51 ± 2.02 3.22 ± 1.98 2.41 ± 1.74 3.945 0.020 *

Fearful 2.87 ± 1.91 3.08 ± 1.79 4.21 ± 2.01 6.336 0.002 **
Excited 4.60 ± 1.99 4.06 ± 2.01 3.17 ± 2.21 7.286 0.001 **

Study 5

Buy 3.21 ± 2.13 2.62 ± 1.95 2.03 ± 1.59 5.541 0.004 **

Fearful 4.72 ± 1.90 4.84 ± 1.86 5.47 ± 1.58 2.304 0.102

Excited 4.11 ± 2.17 3.53 ± 2.10 3.03 ± 2.02 4.279 0.015 *
* p < 0.05, ** p < 0.01

The results indicated that gender showed significance (p < 0.05) in terms of purchase,
fear, and excitement values, with men having higher desire and expectation values than
women. There were also significant differences in purchase intentions and expectations by
age: the younger the participant, the higher the acceptance of AVs. In particular, the fear
values in study 4 only differed significantly between age groups. This suggested that public
fear values increase when innocent people are sacrificed, and that fear values increase
with age.

In summary, psychological factors and individual differences had little influence on
the design of common principles for decision-making in moral dilemmas for AVs, but there
was a mutual influence, so that common principles need to be extracted from the common
choices of participants for research.

5. Discussion

In this section, inductive cluster analyses of participants’ decision choices in each of
the five moral dilemma scenarios are conducted in order to obtain common principles
for AV decision-making. The moral dilemma scenario study relationships are as follows:
study 1 varies the number of people sacrificed; study 2 varies the nature of the relationship
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between the occupants; study 3 further explores the identity and age of the occupants;
study 4 explores the participants’ acceptance of car programming and human decision-
making; study 5 analyzes the participants’ acceptance of three decisions designed for car
programming and explores whether law-abiding people are protected.

5.1. Study 1: Number of Sacrifices

In study 1, participants were randomly assigned to five scenarios for decision selection
based on the principle of multiple scenarios, including 1V1, 1V2, 1V5, 1V20, and 1V100.
Figure 2 shows the number of all participants in study 1 who chose to go straight or swerve,
and it could be seen that when there was only one sudden pedestrian intruder, more than
half (77%) chose to stay and protect the passenger themselves. When there were two
pedestrians and more, the number of people choosing to swerve at the expense of the
passenger increased gradually as the number of pedestrians grew.
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Figure 2. Participants’ preferred choice.

Figure 3. shows the participants’ preferred decision choices of future AVs in different
situations. It can be seen that the participants’ choice of preferred decision for future AVs in
case of moral dilemmas roughly matched the actual participation situation. As the number
of pedestrians suddenly intruding increased, participants’ preference for AVs’ choices
shifted more toward sacrificing themselves to protect the majority of pedestrians. Com-
pared to Figure 2, the difference between straight ahead and swerving options decreases,
indicating that people would make more cautious choices at the expense of passengers.
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Figure 3. Participants’ future preference choice.

Combined with the overall analysis of Figures 2 and 3, the common principle changes
dynamically according to the number of people sacrificed. When there is 1V1, protecting the
lives of passengers is the common choice of most people; when 1V2, the choice of protecting
passengers or the suddenly intruding pedestrians is close and needs to be personalized
according to the moral preference of passengers; when 1VN and N > 2, the greater the
number of intruders, the more people choose to sacrifice themselves. So, protecting the lives
of a larger number of people is the common choice of the public for AVs decision-making.
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5.2. Study 2: Passenger Status

Participants in study 2 were randomly assigned to two situations (as passengers by
themselves or with family/colleagues). Figure 4 shows the results of participants choosing
to keep straight or swerve in different situations, and it could be seen that the decision
choice was influenced by the passenger’s identity. When the rider’s identity changed, the
number of decision choices changed as well. Figure 5 shows the percentage of choices in
each case. When 1V10 and the occupant was himself, 78% of people were willing to choose
to sacrifice themselves to protect the lives of pedestrians. When 2V20 and the occupant
was their colleague or family member, although the choice still ended up with sacrificing
the passenger to protect the majority of pedestrians, the percentage of those who chose to
keep straight kept increasing. And this indicated that the participants’ desire to protect
was stronger when the passenger was closer to them.
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The results of study 2 showed that participants chose to protect the lives of the
majority from an ethical and moral standpoint, despite their internal desire to protect those
associated with them. Thus, in scenarios where passengers are of different statuses and are
all adults, protecting the majority of lives remains a common principle. In the design of
AVs, if the premise of protecting the majority of lives is not violated, the relevant decisions
can be considered in conjunction with the social relationships of the occupants, which can
enhance the level of consumer trust. For example, if a person with a social relationship
to the occupant bursts in front of the vehicle on a road at low speed, a steering may be
considered to injure the occupant and avoid injury to the pedestrian.

5.3. Study 3: Passenger Age

Study 2 analyzed the influence of passenger status on decision-making, so study 3
added children to the passengers to explore the degree of influence on decision-making.
In study 3, participants were randomly assigned according to their passenger status com-
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position. A moral score was then assigned to the choice of swerving in an autonomous
vehicle for that situation and to the government’s choice of mandatory swerving with
minimal casualties, with 100 being strongly in favor of swerving and 0 being strongly
against swerving. As seen in Figure 6, the moral score of AVs implementing swerving
under the principle of protecting majority life by the government is generally lower than
50. And it indicated that people do not accept government-mandated swerving of AVs.
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Therefore, the moral score and the government-mandated moral score results were
both lowest when the passenger was a child. It can be indicated that when there is 1V10
and one is a child, protecting the majority is still the common principle for decision-making
in the moral dilemma of AVs. However, when there is 1V2 and one is a child, the principle
of protecting children is superior to the principle of protecting the majority.

5.4. Study 4: Decision Object

Study 4 focused on participants’ perceptions of whether the vehicle decision was made
by the programming algorithm or by a human in the presence of different numbers of
sudden pedestrian intruders, and the effect of whether the participant was in the vehicle
on the decision outcome. Participants counted the AV decision choices in this scenario,
and the results are shown in Figure 7. When there were 10 pedestrians, the vast majority
supported swerving, regardless of whether it was a human decision or a programming
algorithm. When 1V1, the majority choice was to keep straight, and a higher percentage
chose to keep straight under the programming algorithm. The explanation for this choice
was that the sudden intrusion of a pedestrian was illegal, and the passenger preferred to
protect himself by obeying the law, and the programming algorithm kept the passenger
straight without his direct involvement and with less guilt.
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Figure 8 represents the participants’ moral ratings of the AV’s choice to swerve in each
of the four scenarios, A, B, C, and D. It could be seen that while the participants’ moral
ratings of the swerving decision were all above 50 overall, indicating that the protection
of most lives is not affected by the object of the decision. For human decision-making
compared to programming algorithms, people expected programming algorithms to be
more cautious, reflecting the state of distrust of AVs. When passengers were by themselves,
people were more inclined to sacrifice themselves, and thus protecting others and the lives
of the majority was more important, and people’s altruistic attributes could be reflected.
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Figure 9 shows the participants’ ratings of their acceptance of the government’s law to
force swerving under the principle of minimal loss, with a low average score. In contrast to
Figure 8, Figure 9 shows that despite the perception that swerving was more moral, the
acceptability was still low when forced by law, despite the latter forcing AVs to swerve to
protect most lives.
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In summary, it was clear that there was little variability in outcomes between human
and programmed decisions in study 4, but humans still had difficulty accepting computer
programming as utilitarian. Therefore, the decision subject has no direct influence on the
decision outcome, and when there is 1V1, the protection of the law-abiding person remains
the first common principle.

5.5. Study 5: Law Abiding

The number of options for decision-making and the number of law-abiding passersby
at the roadside were added in study 5. Participants would be randomly assigned to a
different number of sudden intruders and the presence or absence of roadside law-abiding
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pedestrians. In Figures 10 and 11, passenger and pedestrian represent whether the swerving
sacrifice is a passenger or a roadside law-abiding pedestrian.

Behav. Sci. 2022, 12, x FOR PEER REVIEW 15 of 19 
 

Figure 9 shows the participants’ ratings of their acceptance of the government’s law 
to force swerving under the principle of minimal loss, with a low average score. In contrast 
to Figure 8, Figure 9 shows that despite the perception that swerving was more moral, the 
acceptability was still low when forced by law, despite the latter forcing AVs to swerve to 
protect most lives. 

 
Figure 9. Mean of participants’ evaluation scores of legally enforced swerving in different situations. 

In summary, it was clear that there was little variability in outcomes between human 
and programmed decisions in study 4, but humans still had difficulty accepting computer 
programming as utilitarian. Therefore, the decision subject has no direct influence on the 
decision outcome, and when there is 1V1, the protection of the law-abiding person re-
mains the first common principle. 

5.5. Study 5: Law Abiding 
The number of options for decision-making and the number of law-abiding pass-

ersby at the roadside were added in study 5. Participants would be randomly assigned to 
a different number of sudden intruders and the presence or absence of roadside law-abid-
ing pedestrians. In Figures 10 and 11, passenger and pedestrian represent whether the 
swerving sacrifice is a passenger or a roadside law-abiding pedestrian. 

 
Figure 10. Mean values of participants’ evaluation scores for different moral choices when there was 
one sudden pedestrian intruder. 

Figure 10. Mean values of participants’ evaluation scores for different moral choices when there was
one sudden pedestrian intruder.

Behav. Sci. 2022, 12, x FOR PEER REVIEW 16 of 19 
 

 
Figure 11. Mean values of participants’ evaluation scores for different moral choices when there 
were ten sudden pedestrian intruders. 

Figure 10 presents the situation when there was only one sudden pedestrian intruder, 
and the moral ratings of participants for different decisions when swerving would either 
sacrifice passengers or sacrifice law-abiding pedestrians on the roadside. It shows that 
when 1V1, the moral score of choosing to keep straight was the same as that of swerving 
among sacrificed passengers; some people chose to leave it completely to the car program-
ming, and it was hard for people to judge the trade-off, with some preferring a random 
choice of sacrifice. When 1V1, the moral score of choosing to keep straight over swerving 
among sacrificed roadside law-abiding pedestrians was higher, indicating that people 
thought it was more moral to save the lives of law-abiding people when the number of 
lives was the same. 

When 1V10, it can be seen from Figure 11 that despite facing 10 illegal sudden pedes-
trians, participants still considered it more moral to swerve to save the lives of ten pedes-
trians (M > 50). Therefore, when there are equal numbers of law-abiding and law-breaking 
people in the scenario, protecting the lives of law-abiding people can be the first common 
principle of the AV, while when there are more law-breaking people in the scenario, pro-
tecting the lives of most people is the first common principle and protecting the lives of 
law-abiding people is the second common principle. 

6. Conclusions and Recommendations 
The current moral dilemma of AVs faces two difficulties. First, while most people 

agree to protect the lives of the greater number of people, they say they cannot accept the 
trend of AVs when they are set up to be completely utilitarian. Second, people are even 
less accepting of mandatory regulation by government regulators or autonomous car pro-
grammers. 

Therefore, in this paper, we analyze the influencing factors of AV decision-making 
in moral dilemmas to establish a common decision that can change dynamically with the 
scenario and is generally accepted by society. There is no consistency in the influence of 
people’s individual and psychological factors on decision-making, and the level of influ-
ence changes dynamically with different scenario variables, while there is a significant 
influence between individual and psychological factors, and people of different ages and 
genders have different fear and expectation values for AVs. The specific common princi-
ples obtained in this paper are as follows: 
1. When there is 1V1, that is, 1 passenger or curbside law-abiding pedestrian on the side 

of the road vs. 1 pedestrian who bursts in and breaks the law, protecting the passen-
ger or protecting the law-abiding person on the side of the road is the common prin-
ciple; 

2. When there is 1V2 there are two situations: (1) 1 passenger or curbside law-abiding 
pedestrian vs. 2 sudden intruders, where the AV decision is set according to the 
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ten sudden pedestrian intruders.

Figure 10 presents the situation when there was only one sudden pedestrian intruder,
and the moral ratings of participants for different decisions when swerving would either
sacrifice passengers or sacrifice law-abiding pedestrians on the roadside. It shows that when
1V1, the moral score of choosing to keep straight was the same as that of swerving among
sacrificed passengers; some people chose to leave it completely to the car programming,
and it was hard for people to judge the trade-off, with some preferring a random choice of
sacrifice. When 1V1, the moral score of choosing to keep straight over swerving among
sacrificed roadside law-abiding pedestrians was higher, indicating that people thought
it was more moral to save the lives of law-abiding people when the number of lives was
the same.

When 1V10, it can be seen from Figure 11 that despite facing 10 illegal sudden pedestri-
ans, participants still considered it more moral to swerve to save the lives of ten pedestrians
(M > 50). Therefore, when there are equal numbers of law-abiding and law-breaking people
in the scenario, protecting the lives of law-abiding people can be the first common principle
of the AV, while when there are more law-breaking people in the scenario, protecting the
lives of most people is the first common principle and protecting the lives of law-abiding
people is the second common principle.

6. Conclusions and Recommendations

The current moral dilemma of AVs faces two difficulties. First, while most people
agree to protect the lives of the greater number of people, they say they cannot accept
the trend of AVs when they are set up to be completely utilitarian. Second, people are
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even less accepting of mandatory regulation by government regulators or autonomous
car programmers.

Therefore, in this paper, we analyze the influencing factors of AV decision-making
in moral dilemmas to establish a common decision that can change dynamically with the
scenario and is generally accepted by society. There is no consistency in the influence
of people’s individual and psychological factors on decision-making, and the level of
influence changes dynamically with different scenario variables, while there is a significant
influence between individual and psychological factors, and people of different ages and
genders have different fear and expectation values for AVs. The specific common principles
obtained in this paper are as follows:

1. When there is 1V1, that is, 1 passenger or curbside law-abiding pedestrian on the side
of the road vs. 1 pedestrian who bursts in and breaks the law, protecting the passenger
or protecting the law-abiding person on the side of the road is the common principle;

2. When there is 1V2 there are two situations: (1) 1 passenger or curbside law-abiding
pedestrian vs. 2 sudden intruders, where the AV decision is set according to the moral
preference of the law-abiding person; (2) 1 child vs. 2 sudden intruders, where child
protection is the common principle;

3. When there is 1VN and N > 2, that is, 1 passenger or curbside law-abiding pedes-
trian vs. N sudden intruding pedestrians, protecting the lives of the majority is the
common principle.

There are limitations to the above findings and suggestions for further research are
given in order to eliminate the heterogeneity of the study. Firstly, the experimental scenarios
should be designed to more closely match realistic and complex traffic environments, and
driving choices should not be limited to straight ahead versus swerving [33,34]. Secondly,
in order to obtain the influence of cultural and social values on common principles in
different countries and regions, additional experimental data collection is needed. Finally,
it is suggested that future research should incorporate prospect theory to combine au-
tonomous driving with individual psychological and behavioral attitudes to eventually
form a complete moral dilemma decision-making mechanism [35,36].
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Appendix A

Table A1. Quantitative results of experimental data in study 2.

Number X Y1 Y2 Y3 Y4 Y5

1 0.35 0.57 0.52 0.32 0.64 0.42
2 0.35 0.43 0.48 0.68 0.36 0.58
3 0.35 0.57 0.48 0.68 0.64 0.42
4 0.35 0.43 0.48 0.68 0.64 0.42

. . . . . . . . . . . . . . . . . . . . .
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Table A1. Cont.

Number X Y1 Y2 Y3 Y4 Y5

209 0.65 0.57 0.48 0.68 0.64 0.58
210 0.65 0.57 0.52 0.68 0.64 0.58
211 0.65 0.57 0.52 0.68 0.64 0.42
212 0.65 0.43 0.48 0.68 0.36 0.58

Table A2. Quantitative results of experimental data in study 4.

Number X Y1 Y2 Y3 Y4 Y5

1 0.19 0.6 0.51 0.6 0.55 0.64
2 0.19 0.6 0.49 0.4 0.45 0.64
3 0.19 0.4 0.51 0.6 0.55 0.64
4 0.19 0.4 0.49 0.6 0.55 0.36

. . . . . . . . . . . . . . . . . . . . .
371 0.81 0.4 0.49 0.4 0.45 0.64
372 0.81 0.6 0.49 0.6 0.45 0.64
373 0.81 0.6 0.49 0.4 0.45 0.64
374 0.81 0.6 0.51 0.6 0.45 0.64

Table A3. Quantitative results of experimental data in study 5.

Number X Y1 Y2 Y3 Y4 Y5

1 0.44 0.45 0.43 0.73 0.34 0.53
2 0.44 0.45 0.57 0.73 0.66 0.53
3 0.44 0.45 0.57 0.27 0.34 0.53
4 0.44 0.45 0.57 0.73 0.66 0.47

. . . . . . . . . . . . . . . . . . . . .
264 0.56 0.55 0.57 0.73 0.66 0.53
265 0.56 0.45 0.43 0.27 0.34 0.53
266 0.56 0.45 0.43 0.73 0.66 0.53
267 0.56 0.55 0.57 0.73 0.66 0.47

References
1. Talavera, E.; Diaz-Alvarez, A.; Naranjo, J.E.; Olaverri-Monreal, C. Autonomous Vehicles Technological Trends. Electronics 2021,

10, 1207. [CrossRef]
2. Waldrop, M.M. No Drivers Required. Nature 2015, 518, 20. [CrossRef] [PubMed]
3. Castano, F.; Beruvides, G.; Villalonga, A.; Haber, R.E. Self-Tuning Method for Increased Obstacle Detection Reliability Based on

Internet of Things LiDAR Sensor Models. Sensors 2018, 18, 1508. [CrossRef] [PubMed]
4. Misselbrook, D. The trolley proble 2021 style. Br. J. Gen. Pract. 2021, 71, 75. [CrossRef]
5. Martin, R.; Kusev, I.; Cooke, A.J.; Baranova, V.; Van Schaik, P.; Kusev, P. Commentary: The Social Dilemma of Autonomous

Vehicles. Front. Psychol. 2017, 8, 2. [CrossRef]
6. Kyu, J.J.; Kim, S. What is the Trolley Problem? Stud. Philos. East-West 2015, 77, 511–526. [CrossRef]
7. Cushman, F.; Young, L.; Hauser, M. The role of conscious reasoning and intuition in moral judgment: Testing three principles of

harm. Psychol. Sci. 2006, 17, 1082–1089. [CrossRef]
8. Swann, W.B., Jr.; Gomez, A.; Dovidio, J.F.; Hart, S.; Jetten, J. Dying and killing for one’s group: Identity fusion moderates

responses to intergroup versions of the trolley problem. Psychol. Sci. 2010, 21, 1176–1183. [CrossRef]
9. Luzuriaga, M.; Heras, A.; Kunze, O. Hurting Others versus Hurting Myself, a Dilemma for Our Autonomous Vehicle. Rev. Behav.

Econ. 2020, 7, 1–30. [CrossRef]
10. Martinho, A.; Herber, N.; Kroesen, M.; Chorus, C. Ethical issues in focus by the autonomous vehicles industry. Transp. Rev. 2021,

41, 556–577. [CrossRef]
11. Conway, P.; Gawronski, B. Deontological and utilitarian inclinations in moral decision making: A process dissociation approach.

J. Personal. Soc. Psychol. 2013, 104, 216–235. [CrossRef]
12. Greene, J.D. Dual-process morality and the personal/impersonal distinction: A reply to McGuire, Langdon, Coltheart, and

Mackenzie. J. Exp. Soc. Psychol. 2009, 45, 581–584. [CrossRef]
13. Gawronski, B.; Armstrong, J.; Conway, P.; Friesdorf, R.; Hütter, M. Consequences, norms, and generalized inaction in moral

dilemmas: The CNI model of moral decision-making. J. Personal. Soc. Psychol. 2017, 113, 343–376. [CrossRef]

http://doi.org/10.3390/electronics10101207
http://doi.org/10.1038/518020a
http://www.ncbi.nlm.nih.gov/pubmed/25652978
http://doi.org/10.3390/s18051508
http://www.ncbi.nlm.nih.gov/pubmed/29748521
http://doi.org/10.3399/bjgp21X714773
http://doi.org/10.3389/fpsyg.2017.00808
http://doi.org/10.15841/kspew.77.201509.511
http://doi.org/10.1111/j.1467-9280.2006.01834.x
http://doi.org/10.1177/0956797610376656
http://doi.org/10.1561/105.00000115
http://doi.org/10.1080/01441647.2020.1862355
http://doi.org/10.1037/a0031021
http://doi.org/10.1016/j.jesp.2009.01.003
http://doi.org/10.1037/pspa0000086


Behav. Sci. 2022, 12, 344 18 of 18

14. Liu, C.J.; Liao, J.Q. CAN Algorithm: An Individual Level Approach to Identify Consequence and Norm Sensitivities and Overall
Action/Inaction Preferences in Moral Decision-Making. Front. Psychol. 2021, 11, 16. [CrossRef]

15. Feng, C.; Liu, C. Resolving the Limitations of the CNI Model in Moral Decision Making Using the CAN Algorithm: A Method-
ological Contrast. Behav. Sci. 2022, 12, 233. [CrossRef]

16. Thornton, S.M.; Pan, S.; Erlien, S.M.; Gerdes, J.C. Incorporating Ethical Considerations into Automated Vehicle Control. IEEE
Trans. Intell. Transp. Syst. 2017, 18, 1429–1439. [CrossRef]

17. Pagnucco, M.; Rajaratnam, D.; Limarga, R.; Nayak, A.; Song, Y.; Assoc Comp, M. Epistemic Reasoning for Machine Ethics with
Situation Calculus. In Proceedings of the 4th AAAI/ACM Conference on AI, Ethics, and Society (AIES), Virtual Event, 19–21 May
2021; pp. 814–821.

18. Wang, S.F.; Li, Z.H.; Zhang, J.Y.; Yuan, Y.D.; Liu, Z. The crash injury severity prediction of traffic accident using an improved
wrappers feature selection algorithm. Int. J. Crashworthiness 2021, 12, 910–921. [CrossRef]

19. Liao, Y.P.; Zhang, J.Y.; Wang, S.F.; Li, S.X.; Han, J. Study on Crash Injury Severity Prediction of Autonomous Vehicles for Different
Emergency Decisions Based on Support Vector Machine Model. Electronics 2018, 7, 381. [CrossRef]

20. Topolsek, D.; Babic, D.; Babic, D.; Ojstersek, T.C. Factors Influencing the Purchase Intention of Autonomous Cars. Sustainability
2020, 12, 303. [CrossRef]

21. Hudson, J.; Orviska, M.; Hunady, J. People’s attitudes to autonomous vehicles. Transp. Res. Pt. A Policy Pract. 2019, 121, 164–176.
[CrossRef]

22. Awad, E.; Dsouza, S.; Kim, R.; Schulz, J.; Henrich, J.; Shariff, A.; Bonnefon, J.F.; Rahwan, I. The Moral Machine experiment. Nature
2018, 563, 59–64. [CrossRef]

23. Bonnefon, J.F.; Shariff, A.; Rahwan, I. The social dilemma of autonomous vehicles. Science 2016, 352, 1573–1576. [CrossRef]
24. Faulhaber, A.K.; Dittmer, A.; Blind, F.; Wachter, M.A.; Timm, S.; Sutfeld, L.R.; Stephan, A.; Pipa, G.; Konig, P. Human Decisions

in Moral Dilemmas are Largely Described by Utilitarianism: Virtual Car Driving Study Provides Guidelines for Autonomous
Driving Vehicles. Sci. Eng. Ethics 2019, 25, 399–418. [CrossRef]

25. McManus, R.M.; Rutchick, A.M. Autonomous Vehicles and the Attribution of Moral Responsibility. Soc. Psychol. Personal Sci.
2019, 10, 345–352. [CrossRef]

26. Etienne, H. When AI Ethics Goes Astray: A Case Study of Autonomous Vehicles. Soc. Sci. Comput. Rev. 2022, 40, 236–246.
[CrossRef]

27. Harris, J. The Immoral Machine. Camb. Q. Healthc. Ethics 2020, 29, 71–79. [CrossRef]
28. Siau, K.; Wang, W. Building trust in artificial intelligence, machine learning, and robotics. Cut. Bus. Technol. J. 2018, 31, 47–53.
29. Gogoll, J.; Muller, J.F. Autonomous Cars: In Favor of a Mandatory Ethics Setting. Sci. Eng. Ethics 2017, 23, 681–700. [CrossRef]

[PubMed]
30. Contissa, G.; Lagioia, F.; Sartor, G. The Ethical Knob: Ethically-customisable automated vehicles and the law. Artif. Intell. Law

2017, 25, 365–378. [CrossRef]
31. Yokoi, R.; Nakayachi, K. Trust in Autonomous Cars: Exploring the Role of Shared Moral Values, Reasoning, and Emotion in

Safety-Critical Decisions. Hum. Factors 2021, 63, 1465–1484. [CrossRef] [PubMed]
32. Li, J. Grey Correlation Analysis of Economic Growth and Cultural Industry Competitiveness. Complexity 2021, 2021, 11. [CrossRef]
33. Di, X.; Liu, H.X.; Zhu, S.J.; Levinson, D.M. Indifference bands for boundedly rational route switching. Transportation 2017, 44,

1169–1194. [CrossRef]
34. De Dios Ortúzar, J. Future transportation: Sustainability, complexity and individualization of choices. Commun. Transp. Res. 2021,

1, 100010. [CrossRef]
35. Li, Z.; Hensher, D. Prospect Theoretic Contributions in Understanding Traveller Behaviour: A Review and Some Comments.

Transp. Rev. 2011, 31, 97–115. [CrossRef]
36. Gao, K.; Yang, Y.; Qu, X. Diverging effects of subjective prospect values of uncertain time and money. Commun. Transp. Res. 2021,

1, 100007. [CrossRef]

http://doi.org/10.3389/fpsyg.2020.547916
http://doi.org/10.3390/bs12070233
http://doi.org/10.1109/TITS.2016.2609339
http://doi.org/10.1080/13588265.2020.1858665
http://doi.org/10.3390/electronics7120381
http://doi.org/10.3390/su122410303
http://doi.org/10.1016/j.tra.2018.08.018
http://doi.org/10.1038/s41586-018-0637-6
http://doi.org/10.1126/science.aaf2654
http://doi.org/10.1007/s11948-018-0020-x
http://doi.org/10.1177/1948550618755875
http://doi.org/10.1177/0894439320906508
http://doi.org/10.1017/S096318011900080X
http://doi.org/10.1007/s11948-016-9806-x
http://www.ncbi.nlm.nih.gov/pubmed/27417644
http://doi.org/10.1007/s10506-017-9211-z
http://doi.org/10.1177/0018720820933041
http://www.ncbi.nlm.nih.gov/pubmed/32663047
http://doi.org/10.1155/2021/5594080
http://doi.org/10.1007/s11116-016-9699-1
http://doi.org/10.1016/j.commtr.2021.100010
http://doi.org/10.1080/01441647.2010.498589
http://doi.org/10.1016/j.commtr.2021.100007

	Introduction 
	Literature Review 
	Moral Dilemma 
	Deontologicalism and Utilitarianism 
	Public and Individual Needs 

	Materials and Methods 
	Scene Description 
	Questionnaire 
	Gray Correlation Analysis 
	Data Processing 
	Gray Correlation Calculation 

	Statistics and Analysis 

	Results 
	Results of Grey Correlation Analysis 
	t-Test and ANOVA Result 

	Discussion 
	Study 1: Number of Sacrifices 
	Study 2: Passenger Status 
	Study 3: Passenger Age 
	Study 4: Decision Object 
	Study 5: Law Abiding 

	Conclusions and Recommendations 
	Appendix A
	References

