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Abstract: Cold-water coral (CWC) reefs are considered “hotspots” of biodiversity in deep-sea environ-
ments. Like tropical coral reefs, these habitats are subject to climate and anthropogenic threats. The
use of remotely operated vehicles (ROVSs) in combination with three-dimensional (3D) modelling
and augmented reality (AR) has enabled detailed visualisation of terrestrial and marine environments
while promoting data accessibility and scientific outreach. However, remote environments such as
CWC reefs still present challenges with data acquisition, which impacts the further understanding of
these environments. This study aims to develop a mobile application using structure-from-motion
(SfM) 3D photogrammetric data and AR for the visualisation of CWC reefs. The mobile application
was developed to display 3D models of CWC reefs from the Piddington Mound area, southwest of
Ireland. The 3D models were tested at different resolutions to analyse the visualisation experience
and trade-off between resolution and application size. The results from the 3D reconstructions with
higher resolution indicate that the combination of SfM, AR, and mobile phones is a promising tool
for raising awareness and literacy regarding CWC and deep-water habitats. This study is the first of
its kind to showcase CWC habitats accessible to anyone, anywhere with a mobile phone and internet
connectivity.

Keywords: augmented reality; structure-from-motion; 3D photogrammetry; cold-water corals; deep-
water habitats; data visualisation; scientific outreach

1. Introduction

Cold-water coral (CWC) ecosystems are structural three-dimensional (3D) deep-water
habitats that mostly rely on robust mapping technologies to enable detailed analyses and mon-
itoring of these reefs [1–3]. CWC ecosystems form complex reef structures on the seabed and
are considered “hotspots” for biodiversity in deep-sea environments as they are able to baffle
sediments and act as nurseries and shelter to thousands of deep-sea species [4–7]. Moreover,
coral reefs can form large 3D carbonate structures [8,9] and provide important ecosystem ser-
vices [10,11], thus promoting an increase in biomass relative to their surrounding areas [12,13].
However, research and analyses related to the geographic distribution and conditions of
CWC, and other deep-water habitats are scarce mainly because of data acquisition limitations
related to the accessibility and extent of these environments [11,14]. These factors lead to
challenges in understanding their key processes and controls, hence promoting awareness
of these environments to the wider community is difficult [15]. Furthermore, CWC reefs are
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considered vulnerable marine ecosystems [4,16,17] given their exposure to a range of direct
and indirect disturbances such as climate change [18], ocean acidification [12,19–21], and
fishing activities like bottom trawling [22–24]. Given these factors, regional efforts have
been made to place CWC reefs and mounds as marine protected areas (MPAs) and special
areas of conversations (SACs) [13,25,26]. However, protective measures against global
change threats, encouragement of sustainable practices, and raising awareness actions are
still limited [5].

Marine habitats and archeologically important underwater sites usually require remote
mapping and diving technologies. This dependency leads to limitations in the accessibility
to these environments [27]. In coastal areas, activities such as touristic diving is one of
the most popular recreational activities. However, these activities can directly impact the
marine environments [28] and pose significant risk for divers [29]. In the case of coral reefs,
which are sensitive to several environmental factors, the physical contact entailed when
exploring these areas can cause direct and indirect impacts on the corals, such as structural
damages and habitat disturbance due to sediment resuspension [30,31]. In order to mitigate
these risks in shallow and coastal water habitats, researchers have introduced the concept
of ‘dry diving’ [27]. In the context of underwater data visualisation, dry diving represents a
new alternative way to access study sites without the need for physical diving by utilising
augmented reality (AR) [32].

The conditions are different for deep-water environments, as the accessibility is limited
by water depth and pressure. In this case, the use of remotely operated vehicles (ROVs) or
autonomous-underwater vehicles (AUVs) has emerged as relatively new survey technolo-
gies that can aid the mapping of ocean features through the acquisition of high-resolution
(HD) bathymetric and video data, physico-chemical measurements, and ecological sam-
pling [33–35]. These technologies, when coupled with novel mapping methods such as 3D
photogrammetry and structure-from-motion (SfM), can be used for in-depth environmental
observations using 2D and 3D perceptions [36–38].

SfM is a relatively new photogrammetry technique that has been increasingly applied
to geospatially reconstruct different environments such as seabed habitats [2,3], forests and
grasslands [39,40], mangroves [41–43], and rock outcrops [44]. SfM can provide fine-scale
3D reconstructions with millimetric to centimetric spatial resolutions, which allows for
detailed mapping of different environmental and terrain descriptors [45].

Underwater photogrammetry has become progressively more common since the
introduction of ROVs [33]. It is considered a non-destructive seabed mapping technique
that enables representations and measurements of marine environments [46], combining
both metric and interpretative tasks. The use SfM photogrammetry has been widely
employed as a time and cost-effective method for high-resolution seabed mapping from
AUVs/ROVs derived video data [1,38,47–50]. The SfM technique is used to generate
3D models from a sequence of 2D images by detecting multiple matching features on
these images and reconstructing a 3D point cloud [45,51]. Photogrammetry-derived 3D
models have an increasing importance towards the mapping of such environments as these
models allow the visualization and high-resolution analyses of otherwise pristine and
secluded areas [52].

In contrast with conventional photogrammetry, SfM utilises a set of algorithms such
as the scale invariant feature transform (SIFT) algorithm [53] to identify matching features
in the image sequence and calculates the orientation and location from the difference of
positions of the matched features. From these calculations, a sparse 3D point cloud is
derived. The sparse cloud is usually refined to a finer resolution with multi-view stereo
(MVS) methods [51]. Unlike laser scanning techniques, SfM is not limited to temporal
frequency as it does not rely on laser pulse frequency or beam spacing, and can offer point
cloud data with comparable accuracy to point clouds generated from those sources, at lower
costs. Therefore, it offers a wide range of opportunities to characterise surface topography
in high and multi-temporal resolution to map elevation, volumetric, and position variations,
which are key to understanding earth surface processes [51].
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Likewise, AR represents a promising technique that has been increasingly discussed in
different fields, such as archaeology and management of underwater cultural heritages [54,55].
AR has gained popularity with educational and touristic applications for providing the
possibility to disseminate knowledge in sustainable and accessible ways without requiring
the physical presence of users at the study site, thus helping with damage prevention of
historical sites [56] and supporting environmental preservation [57].

Virtual reality (VR) and AR are similar, but distinct and complementary technologies
within a concept of “mixed reality” or more freely translated “immersive reality” (IR) [28,57–61].
AR and VR can be considered symmetrical (and continuous) reflections of each other in
relation to what each technology seeks to accomplish and deliver to the user. While a
VR environment enables the user’s interaction experience with immersive environments
through multisensory interfaces, AR is characterized by projecting computational images on
physical surfaces, increasing the informational and, consequently, perceptual and cognitive
level we have of the environments, objects, and people around us [56,62–73]. In this sense,
VR and AR are two forms of innovative platforms essentially focused on the production
and consumption of content.

In the scientific field, the use of AR and VR has gained motion in the past few years,
especially during the global COVID-19 pandemic, when remote teaching was widely
adopted. AR platforms such as Labster [74] and ClassVR [75] have been created to simulate
scientific laboratory spaces for teaching experiments. Web platforms such as Sketchfab [76]
have increased the data sharing and visualization for the general public. Advances have
also been made in the field of geosciences with the development of VR platforms for field
mapping, such as and VRGeosciences [77]. However, these technologies are usually not
open-source and rely on the use of specific hardware, i.e., desktops and VR sets, which
can often be inaccessible. The use of mobile devices, on the other hand, provides a more
accessible alternative towards promoting knowledge with AR.

Studies suggest that integrating the visualisation of seafloor elements with AR tech-
niques can be beneficial for increasing situational awareness, especially in the case of
deep-water habitats [37], where depth and pressure conditions make diving, or any sort
of human access, nearly impractical. VR experiments have been developed to provide
remote diving experiences with an alternative to reduce damage to marine environments
and risk to divers [28,57] and for representing coral habitats reconstructed with photogram-
metry techniques [57]. Similarly, other studies have used AR to represent underwater
sites [58,78,79] such as the iMareCulture project [80]. Recent studies have used AR with
the aid of waterproof devices to visualise objects during dives [54,55] and to explore ship-
wrecks [32]. However, marine habitats remain underexplored in terms of AR applications,
and questions related to its use in education and training remain unanswered. For example,
information regarding incurring costs, efficiency between AR systems, and the methods
used [70,81], as well as how to identify factors and conditions that affect the effectiveness
of an AR system [82], are yet to be explored. Therefore, it is important to investigate
the potential of AR applications to allow novel, more inclusive surveying and optimise
educational experiences [56].

The aim of the study is to integrate SfM, AR, and game designing techniques to develop
a visualisation platform for CWC and deep-water habitats video data and to analyse its
applicability for educational and data accessibility porpoises. By developing the proposed
application (APP), this study aims to contribute towards (i) promoting the accessibility to
3D reconstructed datasets via mobile phones; (ii) facilitating the visualisation of deep-water
environments such as CWC reefs; (iii) applying AR visualisation frameworks to CWC reefs
and adjacent deep-sea habitats; and (iv) evaluating the outcomes of the APP in relation to
3D model resolutions. To this end, game engines and 3D photogrammetry were combined
to develop a mobile APP of 3D models at different resolutions and user acceptance was
assessed. The APP will provide further understanding on the resolution changes and
optimal parameters for an application built for a particular environment such as CWC
of the Piddington Mound, southwest of Ireland. To the best of our knowledge, the study
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herein is the first study to combine these three applications to enable the visualisation of
deep-water habitats as 3D reconstructions.

2. Materials and Methods

The proposed framework was applied to CWC reefs of the Piddington Mound area,
located in the Purcupine Seabight, the NE Atlantic (Figure 1). This study was executed
in three stages: (1) data acquisition; (2) 3D modelling with SfM photogrammetry; and
(3) Android APP development.
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Figure 1. Location of the study site in the Piddington Mound, Belgica Mound Province area relative
to the Irish margin. Upper left: extracted HD video frame of the study site.

2.1. Data Acquisition
2.1.1. Study Area

The Piddington Mound is a highly dynamic CWC mound [83] located approximately
300 km southwest of Ireland, in the Belgica Mound Province (BMP) at a depth of approx-
imately 960 m (Figure 1). Given the presence of CWC mound features, including giant
carbonate mounds and important deep-sea ecosystems, part of the BMP province is a
designated SAC under the EU Habitats Directive [84]. The BMP comprises a range of
mound structures, also including small CWC reefs (approximately 30 m across and 10 m
tall) known as Moira Mounds [85,86]. The Piddington Mound is located in the downs-
lope area of these mounds and the main scleractinian framework forming species are
Lophelia. pertusa (synonymised to Desmophyllum pertusum [87]) and Madrepora oculata [9,88].
Sponge hotspots of Aphrocallistes sp. have also been documented [2]. Local currents have
been estimated to reach between 34 and 40 cm s−1 [89,90]. Owing to the high sediment
influx in the area, the mounds have been considered to represent mound formation under
stressed conditions [86,91]. The Piddington Mound was selected for this study given the
extensive mapping efforts in the area [2,83,86,89] and evidence of temporal changes in
benthic and sedimentological facies [2,83,89].
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2.1.2. Video Survey

The HD video data used to generate the 3D model were collected using the Holland 1
ROV during the research cruise CE20011 in 2020 [92]. The video surveys were performed
with the ROV at approximately 2 m above the sea floor with a survey speed of approxi-
mately < 0.2 knots. For the CE20011 survey, the ROV was equipped with an HDTV video
camera (HD Insite mini-Zeus with HD SDI fibre output), and Kongsberg OE 14–208 digital
stills camera systems were used. The Holland 1 is mounted with two deep-sea lasers spaced
at 10 cm for scaling. Positioning data were acquired with a Sonardyne Ranger 2 ultra-short
baseline (USBL) beacon with an accuracy of 1.3% of slant range. Video data were acquired
at 50 frames/second at 1080-pixel resolution and stored as .mov files [36]. In total, 8 h of
HD video data were surveyed.

2.2. 3D Models with Structure-from-Motion Photogrammetry

ROVs HD video data, extracted video frames, and camera positioning information
were used for the 3D photogrammetric reconstructions used herein. The photogrammetry
pipeline was implemented in Agisoft Metashape Professional v1.6 [93] following the work
of [36]. From the SfM workflow, a 3D model and its respective texture file representing the
CWC reef images were created. The SfM workflow is represented in Figure 2.
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Figure 2. Generalised workflow of the methodology from the video acquisition to the APP development.

The video frames used for the photogrammetry were extracted in Blender (version 2.78)
at a rate of one frame per second and resolution of 1920× 1080 pixels [36]. Extracted frames
were imported into Agisoft Metashape Professional v1.6 together with their respective
USBL positioning information. Key and tie point limits were selected empirically according
to the results of each photo alignment run. Camera alignment was followed by camera
optimisation to refine camera orientation parameters and triangulated tie point coordinates.
The 3D model reconstruction parameters were set to arbitrary, with source data from depth
maps and the interpolation enabled. The resulting dense cloud georeferenced the frame-
relative positioning data (X and Y coordinates, depth, yaw, pitch, roll, and accuracy (◦)).
Dense clouds were scaled using HD camera lasers spaced at 10 cm as a reference. After the
dense clouds were optimised, the meshes and texture from the images were derived. The
texture was created using the generic mapping mode with the mosaic blending mode. The
hole filling and the ghosting filter were applied in all model reconstructions. Finally, the
textured 3D models, orthomosaics, and DTMs were produced. The texture was exported as
.jpg format and the 3D models were exported in .obj format for the subsequent AR part of
the study (Section 2.3). Habitat characterisation of each site was performed through a visual
assessment of dense cloud and orthomosaics considering main seabed morphologies, scaled
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measurements of sedimentological features (dropstones, pebbles, and so on), identification
of the main framework forming CWC, and associated species.

2.3. Three-Dimenisonal Android APP Development

The AR APP was generated with the Vuforia Engine and Android Studio platforms that
provide support for Android smartphone APP development in Unity (version 2018.4.30f1) [94].
A simplified workflow of the use of each platform is represented in Figure 3.
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Unity is a game engine for creating interactive content and has graphic capabilities
for lighting, rendering, and importing 3D models in several formats [94]. When installing
Unity, it is important to enable Microsoft Visual Studio, if it is not yet installed on the
desktop, and the supports for the Vuforia Engine [95] and Android Studio [96].

The first part of generating the AR project consisted of searching for an image to
encapsulate the 3D object. The image serves as an object that the code can read to retrieve
the 3D object. The image used in this study was a web-generated HD image of a QR Code to
which the URL link with the project license generated by Vuforia was embedded. Although
the QR Code was used for didactic purposes, any image can be used. Next, the QR Code
was registered on the Vuforia Engine website [97], where a project license was obtained
for the application of the AR project on Unity 3D. Subsequently, a database of the device
type was created on the same Vuforia Engine website, where the QR Code was added and
downloaded in the Unity Editor format.

The second part of the process consisted of setting up the project in Unity 3D, enabling
Vuforia augmented reality supported and importing the database downloaded from the
Vuforia Engine website. Then, the QR Code and the AR camera, responsible for reproducing
the object in AR, were added. In the Vuforia Engine settings, inside Unity 3D, the license
generated together with the database was applied. The 3D object and texture referring to
the CWC reef were added, with positions and resolutions in the project in relation to the
QR Code.

The AR visualisation was tested in Unity 3D by pointing the QR Code image at the
desktop webcam. For the mobile version of the APP, the project was exported into Unity
3D with an Android Studio integration. Android Studio enables the creation of an Android
Application Pack (APK) file for smartphones with an Android system. Finally, the APP
file with the APK extension is generated and is ready to be downloaded and installed
onto smartphones. Further examples of the use of these platforms for AR can be found
in [97,98]. User perception was evaluated based on the interaction of the APP when used
by an average smartphone user, with either a scientific or non-scientific background.

3. Results
3.1. Photogrammetry

In total, four models (named A, B, C, and D) were used for the development of the
study. For the reconstruction of the models from the HD video data, the tie point limit and
key point limits for Model D and B were set to 2000 and 200,000, respectively. For Models
A and C, the tie and key point limits were set to 20,000 and 200,000 points, respectively.
The resulting texture resolution was 4096 × 4096 pixels across all models. The 3D models
measure from 3.76 m2 to 21.47 m2 in area. In total, 2894 images were used to reconstruct the
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sites from which the models A, B, C, and D were derived. Table 1 contains further details
for each model used.

Table 1. Metadata of each 3D model used in the study.

3D Model
Name

Number
of Faces

Number
of Vertices

Area
(m2)

Resolution
(Number of

Faces/Area (m2)

Texture Size
(Pixels)

Total
Number

of Frames

Scale
Error (m)

Android
Application
Size (MB)

A 1,124,301 4,177,311 3.776 297,749.21 4096 × 4096 613 0.07513 106
B 462,589 232,453 14.535 31,825.87 4096 × 4096 1122 0.05767 56.5
C 6,285,480 3,154,610 21.477 292,660.99 4096 × 4096 613 0.038187 163
D 44,000 22,122 10.71 4108.31 4096 × 4097 1159 0.07513 49.3

Habitat Characterisation
Model A

Model A is a reconstruction of an area of approximately 3.7 m2 at a depth of 967 m. The
site is characterised by coral patches and thickets varying from 0.2 m to approximately 1.2 m
high spread across the extent of the model. The patches are formed by scleractinian coral
species Lophelia pertusa and Madrepora oculata in live and dead forms and, more predomi-
nantly, coral rubble. There are occurrences of sponges Aphrocallistes beatrix; soft corals and
black corals, e.g., Leiopathes sp. and Stichopathes cf. abyssicola; and sea urchins (Echinus sp.).
The seabed is composed of soft sediments overlayed by dropstones with pebbles, cobbles
varying from 1 cm to 8 cm, and biogenic fragments (shells and coral fragments).

Model B

Model B is a section of a reconstructed area of 14.56 m2 at a depth of approxi-
mately 970 m. The study site is characterised by the presence of coral frameworks of
Lophelia pertusa and Madrepora oculata in the form of patches and individual colonies of live
and dead coral frameworks. The presence of coral rubble and coral fragments is higher
relative to the other models. The section used to construct Model B is particularly domi-
nated by coral rubble and coral fragments, with occurrences of sponges Aphrocallistes beatrix
and black corals Stichopathes cf. abyssicola. Visual assessment indicates that the seabed is
composed of soft sediments (mud and sand) with occurrences of sedimentary bedforms
(ripples and sediment waves) and rounded to subrounded dropstones varying from 1 cm
to 10 cm, which occur in abundance to the south of the transect.

Model C

Model C represents an area of 21.47 m2 at a depth of approximately 968.7 m. Similar
to Model A, the area is characterised by coral patches and thickets varying from 0.2 m
to approximately 1.2 m high spread across the extent of the model. The coral species
Lophelia pertusa and Madrepora oculata are the most abundant framework forming species,
occurring as patches, thickets, and individual colonies in both living and dead forms.
The presence of sponges Aphrocallistes Beatrix; soft corals, e.g., Leiopathes sp.; black corals,
e.g., Stichopathes cf. abyssicola; and sea urchins (Echinus sp.) was also found. The sediment
is composed of soft sediments (sand and mud) and dropstones varying from 1 cm to 8 cm
in size with sub centimetric shell and coral fragments.

Model D

Model D is a 3D reconstruction of an area of 10.71 m2 at a depth of approximately
969 m. The section is composed of small colonies < 30 cm high and individual coral colonies
of Lophelia pertusa and Madrepora oculata with the presence of sponges Aphrocallistes beatrix.
The occurrence of coral rubble is scarce and limited to the surroundings of the small
mounds, occasionally forming thickets. The seabed is composed of soft sediments (mainly
sand and mud) with the presence of bidirectional sediment waves and subangular to
subrounded dropstones. The presence of shell and coral fragments is also scarce in the area.
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3.2. The Coral APP

The installation of the APP from files in APK format was easily completed on an
Android smartphone with a display of 1280 × 720 pixels and 1 GB of RAM. The installation
of each APK takes approximately 3 min, depending on the internet connection speed. The
resulting APP was tested using smartphones with Android version 8.1 or superior. The
visualisation of the 3D CWC reef models produced by the Coral APP can be seen in Figure 4.
By starting the APP and pointing the smartphone camera at the QR Code on the map seen
in the background of Figure 4, the 3D model of the CWC can be interactively visualised.
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Figure 4. Demonstration of AR APP integration with the mobile phone and QR Code of two models.
The background image shows the map of the study area in relation to Ireland and the QR Code
for interaction: (a) demonstration of APP visualisation of Model D and (b) demonstration of APP
visualisation of Model B.

The methodology presented was tested on the four 3D models of CWC runs using
the SfM technique. The 3D models A, B, C, and D were used for the development of
different APPs to understand the performance of visualisation by reading a QR Code on
the smartphone. Figure 5 shows the AR projects of the four 3D models generated in Unity
3D. Experiments in the Unity 3D desktop showed that the visualisation of the models in
which the resolution, i.e., relation between the number of faces and the extent of the 3D
models, was higher than 200,000 faces/area (m2) allowed the better understanding the
environment. In these higher resolution models (e.g., model A), the manipulation of the
objects in terms of zoom, rotation, and interaction when viewed via a desktop was superior
in relation to the other models (Figure 5). However, they required a higher computational
cost for the generation of the APP for mobile visualisation, which lead to a drop in the
resulting model resolution.

The results showed that the size of the APP installation file (APK) in MB increased
with the number of facies of each model (Figure 6). During the APP mobile assessment, it
was possible to identify a few difficulties interacting with larger resolution models, such
as Model C, which had 6,285,480 faces, 3,154,610 vertices, and was 163 MB in size. User
interaction movements such as intra axis rotation and changing zooms were limited owing
to the model resolution (number of faces and vertices) and size. This can be because of the
large size of the APP installation file (163 MB), which is the largest of the models tested.
On the other hand, Model D, which is two orders of magnitude smaller than Model C,
presented a smooth interaction. This is possibly because of the smaller number of faces
and vertices of Model D, as well as the size of the APP installation file (49.3 MB), which
is approximately 69% smaller than that of Model C. Similarly, Model B, with a similar
APP size (56.5 MB), contributed to making the interaction in AR easier, at the expense
of providing fewer CWC details (Figure 5). Model A (Figure 5), with 1,124,301 faces,
4,177,311 vertices, and 106 MB in size, which has a higher resolution than Models B and D,
presented an easier interaction with the APP and a higher level of detail of objects. This



Geosciences 2022, 12, 356 9 of 17

evidences the trade-off between the resolution and the APP file size. For example, Model
A is approximately 82.1% smaller considering the number of faces in relation to Model
C, and while the latter has a higher number of faces and vertices, the former presents a
richer interaction at the expense of representing a smaller area. In Figure 6, it is noted
that the number of faces influences the size of the APP. Contrarily, the number of vertices,
which reflects the resolution i.e., level of detail of the model, does not vary with the size of
the APP.
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Figure 5. Three-dimensional models of CWC: (a) Model A with 1,124,301 faces and 4,177,311 vertices
at a resolution of 297,749.21 faces/area (m2); (b) Model B with 462,589 faces and 232,453 vertices at
a resolution of 31,825.87 faces/area (m2); (c) Model C with 6,285,480 faces and 3,154,610 vertices at
292,660.99 faces/area (m2); (d) Model D with 44,000 faces and 22,122 vertices at 4108.31 faces/area
(m2), with A extracted from C.
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4. Discussion

Overall, APP demonstrations showing Models D and B presented in Figure 4 (subfig-
ures (a) and (b), respectively) represented smooth-to-run models owing to three criteria:
(i) the generated APP occupied less space in the smartphone memory, (ii) the QR Code was
read quickly, and (iii) it was possible to manipulate and interact easily with the 3D object,
satisfying the proposal of this study. However, the higher resolution Model A (Figures 5
and 7) presented a better trade-off among the three factors. Although Model A represented
a small extent, it provided a higher level of detail at a reasonable APP file size that can
allow smoother interactions in standard smartphones (Figure 6).
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Three-dimensional reconstructions, when represented in a high resolution and at mul-
tiple scales, allow observations beyond the visual human aspect, such as the geographical
distribution, seabed terrain variability (rugosity and slope measures) [50,99], and morpho-
logical variations of CWC [3]. These variations can express environmental indicators that
strongly dictate mound structure such as current dynamics, supply of organic particles, and
vertical and bottom sediments that influence the growth of coral mounds [9]. In Figures 5
and 7 it was possible to observe the contrast of the texture and roughness of the models
and associate it with the seabed elements, such as shells, sediment morphology, and corals.
Although this contrast was less pronounced in the models in Figure 4, where the 3D view
as well as textures and roughness were compromised, the results herein help outline a
minimum threshold for the number of faces and vertices and, consequently, the resolution
of the models to be used.

The developed APP can facilitate the dissemination of knowledge by raising awareness
regarding the importance of understanding and monitoring these environments towards
coral health and conservation, especially considering that CWC has been affected by climate
and anthropogenic threats such as rising temperatures, increased ocean acidity [20], and
bottom trawling [23].

Scleractinian corals are naturally 3D reef-forming frameworks [13,100]. With the
combination of AR and 3D photogrammetry, it is possible to visualise the 3D model of coral
reef formations, which is a fundamental aspect in understanding these habitats [38,47,101].
In the marine sciences field, the 3D perception derived from 3D photogrammetry and
SfM techniques can leverage remote mapping and explorations for scientists and decision
makers looking to understand and manage these deep-sea environments. Moreover, the
3D visualisation using AR can be a didactic and low-cost alternative to show how coral
structures can appear in various types of environments. The use of this technology may
help students and researchers in studies related to not only CWC, but also other deep-water
environments such as submarine canyons and hydrothermal vents. The interaction with
the models makes it easy to observe the environment in which the corals are inserted,
showing these marine ecosystems in a more visual way. Users can interactively rotate the
3D object and zoom while moving the camera closer or further away from the QR Code,
making the learning process more interesting when compared with visualisation provided
by videos or images, for example.

Mobile AR can increase data accessibility, as users only need their smartphone and can
learn about CWC from anywhere. In a wider scenario, mobile AR creates the potential for
scientific dissemination of these environments and encourages the protection of underwater
ecosystems by arousing curiosity among agencies that can begin to protect reefs. This is
especially true in the case of 3D models built from SfM, which are usually heavy to visualise
and, therefore, end up depending on desktop environments and specialized software.

The map for the visualisation of the 3D model built from SfM in the context of the
Atlantic Ocean can be seen in Figure 8, and the APP is available online for other users
on (https://drive.google.com/drive/folders/1Nf36dtLtCCQKts40Kqha8D9hSCWluFzU
accessed on 9 August 2022).

https://drive.google.com/drive/folders/1Nf36dtLtCCQKts40Kqha8D9hSCWluFzU
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5. Conclusions

The production of a digital representation of CWC topography and constituent ele-
ments allowed the reconstruction of the CWC seascape in a virtual 3D environment. The
use of AR integrated with GIS (georeferenced data) facilitates exploring large regions at a
high resolution, leading to field scale experiences with varying levels of immersion, and it
has been used in a wide range of fields including geoscience research and education. CWC
reefs were selected for mobile AR visualisation for two main reasons: (i) they are important
deep-sea ecosystems that are often located in secluded and complex terrains and (ii) these
habitats have a fundamental role in sustaining local biodiversity by acting as hotspots for
different species [102]; therefore, there is an increasing need to map and monitor them.
The results of the AR visualisation by Android smartphones from the APP exported in the
Unity 3D software showed that visualisation was satisfactory for resolutions higher than
200,000 faces/m2. However, there was a trade-off between resolution and APP size as 3D
models with many faces and vertices presented a better result in terms of the level of detail
of object, but had limitations in the size of the APP.

SfM photogrammetry produces 3D point clouds, orthorectified images, and accurate
digital elevation models [103], and has been used to quantify the structural complexity of
coral reef habitats [3,49,103]. The integration of SfM and AR potentializes the visualisation
of these reefs in new perspectives. Additionally, AR can provide additional support to ROVs
mapping surveys. The interactive AR visualisation of CWC via a smartphone can increase
the accessibility of data visualisation and awareness of CWC’s environmental importance.

Overall, the results show that it was possible to combine digital technologies such
as ROVs, 3D modelling, and mobile AR as a subsidy for the interactive visualisation of
CWC. Studies suggest that users who explore virtual spaces can form more cognitive
associations [104] with scientific content, and can better learn and retain information re-
lated to the causes and effects of different phenomena, such as ocean acidification, for
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example. Thus, AR visualisation can endorse the environmental importance of underwater
ecosystems through educational outreach and ocean literacy actions that encourage the
understanding of complex structures such CWC, which can ultimately increase the commu-
nity’s interest in protecting coral reefs [105]. Furthermore, the dissemination of information
about the services associated with CWC can stimulate decision-makers to take initiatives to
protect CWC [11]. Future studies should involve a wider user acceptance testing (UAT)
survey [106], including AR-related problems faced by teachers and students [66,73], to test
the efficiency and usability of the APP in different geographical settings [107].
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