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Abstract: Virtual coupling (VC) is an emerging concept and hot research topic in railways, especially
for metro systems. Several unit trains in VC drive with a desired minimum distance, and they,
as a whole, are regarded as a single train. In this work, a distributed adaptive model predictive
control (AMPC) system is proposed to coordinate the driving of each unit train in VC. To obtain the
accurate parameters of train dynamics model in a time varying environment, an estimator of the
train dynamics model is designed for each AMPC controller. A variable step descent algorithm along
the negative gradient direction is adopted for each estimator, which steers the estimated values of the
parameters to real ones. Simulations are conducted and the results are compared with both nominal
model predictive control system and AMPC system with fixed steps in the literature. Our proposed
AMPC system with variable step (AMPCVS) has better performances than other two systems. Results
indicate that there is an improvement of the proposed AMPC system with variable steps system
when compared with other two existed systems. A running process of VC in a whole inter-station is
also simulated here. Experimental results show that the trains track the desired objective well.

Keywords: virtual coupling; metros; model predictive control; automatic train operation

1. Introduction

Metro transportation is favored by people as a public transportation. The increas-
ingly population in cities raises the requirement to enhance the track capacity of metro.
The track capacity is determined by the amount of tracks and the performance of operation
system. It is unrealistic to build as much track we can, which costs a lot in manpower
and material resources. Therefore, there exists an expectation to design a novel operation
system that increases the track capacity. Nowadays, there is a manual process for trains to
couple together by couplers. This process helps adjacent trains keep a minimum distance.
However, for the trains which are not coupled by the coupler, they are supposed to be
separated by a much greater distance. It wastes a certain amount of track capacity. Virtual
coupling (VC) is a system, in the future, towards train operation. It is proposed to reduce
the distance between adjacent trains which are not coupled by the coupler but have same
route ahead [1]. This concept increases the track capacity by making individual trains
separated closer, and saves preparing time by cancelling the manual coupling process. So,
VC is a potential and sensible choice to enhance the track capacity, by these advantages.

VC was first proposed in 1999 which aims at making railway freight transportation
more attractive than road transportation [2]. The authors thought the best solution to
increase track capacity is to have long trains on long and branchless railroads, and to split
them into smaller parts before a junction [3]. Therefore, the trains should not be physically
coupled, which cannot be split during driving. Additionally, each train should have its own
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propulsion and control system to support the automatic driving. Inspired by this, much
research was conducted which further polished the definition of VC. Konig et al. [4] reckon
that trains are separated by the distance much less than the absolute (and even relative)
braking distance, though these two represent the state-of-the-art. Due to the immaturity of
other technical conditions at that time, the potential of VC could not be truly realized [5].
Based on the improvement of communication technology, Flammini et al. [6] adopt a train-
to-train communication, which exists besides the train-to-track communication. Such
that, all connected trains are able to share real-time information with neighbors and to
receive the reference signals coming from the infrastructure. The utilization of real-time
information brings huge potential for the train operation in VC. Henke et al. [7] raise that
trains in VC should be autonomous and travel on demand instead of operating on a fixed
schedule. Another conception from Goikoetxea [8] is that each train in convoy should be
commanded by a leader train. To make the trains in VC analogously physically coupled,
Quaglietta et al. [1] propose that the trains should move synchronously in a convoy and
can be treated as a single train at junctions in the view of schedule.

VC may be applied to the metro first [9]. Compared with high-speed and regional,
trains in metro will not suffer some severe weather and drive at a relatively fixed speed.
These decrease the difficulty of train control. Another biggest characteristic of metro is the
tidal passenger flow. VC can flexibly adjust the length of trains to meet the amount of tidal
passengers. Additionally, the localization and measurement are more accurate in metro
because of the short travelling distance in the inter-station. Therefore, we consider chose
the metro as our application objective.

One of the indicators of VC performances is the distance between adjacent trains.
The distance is mainly determined by a protection method. The general idea of protection
is making a regulation for trains. Normally, the regulation is to set a protection distance
between trains. Once the distance between trains becomes smaller than protection, the train
must brake to standstill urgently and irrevocably. One method is to make trains separated
by a constant distance, imitating the physically coupled condition. Physically coupled
trains are connected by a coupler whose length is an approximately fixed value. Some
research present control systems which keep a constant distance [1,10–12]. The faster trains
are, the more likely they will collide, resulting from errors or faults. Thus, a kilometric
scale distance was used to keep safe for high-speed trains, achieving cooperative driving
under moving-block mode in [11,12]. However, [1,10] focus on the metro that trains drive
at a lower speed so that the distance is set as 10 m. Trains separated by a constant distance
can realize moving synchronously, i.e., moving at a same speed. Therefore, the constant
distance will be ultimately necessary, although it seems immaturity now.

If there were neither uncertainty disturbances, nor delay or packet loss in communi-
cation [13], or nor localization and measurement errors, the desired distance can be set
as a minimum fixed value in VC. Therefore, the localization and communication tech-
nologies are significant to VC, which also determine how well the performance of VC is.
The localization can be realized by ground equipment (e.g., balise), onboard equipment
(e.g., GNSS-based [14,15]), or both. With the development of modern technology, such as
GSM-R, DSRC [16], and 5G, it is possible to share and receive the information of position,
velocity, acceleration and even future driving route. 5G is used by neighbor trains to obtain
a low time-delay and high quality communication [17].

Then, with the accurate information of other trains and a safe protection method,
it is supposed to design an efficient and stable train control system to keep the desired
distance between trains. In recent publications about VC, feedback control [1], model
predictive control (MPC) [10], multi-agent system (MAS) control [18] and sliding mode
control (SMC) [19] are used to realize train automatic drive. The feedback control and
MAS control need to be carefully designed since the existing limitations with respect to
the track condition and train property. SMC tracks the reference accurately but cannot
respond ahead of time to the future action of predecessor train. The MPC in [10] adopts a
nominal model of train regardless of parameters errors. Thus, we proposed an adaptive
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model predictive control (AMPC) algorithm in this paper with an estimator that makes the
model of plant more accurate.

MPC is a form of control in which the current control action is obtained by solving
online, at each sampling instant, a finite horizon open-loop optimal control problem, using
the current state of the plant as the initial state [20]. To fully utilize the value of real-time
information, only the first one of control input sequence, i.e., the solution of the optimal
control problem above, is applied to the plant. At next sampling instant, the process
above is repeated. MPC can actively deal with constraints in the control problem and
then avoids some hazard condition. The optimal control problem has a finite prediction
horizon so that the resultant controller does not guarantee the stability mathematically.
Stability is achieved in most process applications since the horizon of the optimal control
problem is normally sufficiently long [21]. A method to guarantee the stability of MPC
system mathematically is to extend the prediction horizon to a quasi-infinite prediction
horizon by adding a terminal cost function and terminal constraint [20]. Then, the nominal
MPC, which is based on a known and accurate model of plant, performs well in this way.
However, there actually exist some uncertain elements between the nominal model in MPC
and the real model. The uncertain elements result in the errors of system from desired
states. The system will become uncontrollable and unstable since the constraints are broken
by accumulated errors. Robust MPC (RMPC) is designed for the purpose of this situation.
A traditional RMPC method uses a Min–Max principle to design a controller input which
is robust to the worst condition [22]. Another approach, named tube-based MPC [23,24],
controls the real system by keeping it in the tube set [25]. These two methods protect the
constraints from the broken. However, if the model of plant is accurate enough, the error
of state will be eliminated fundamentally. So, Zhu et al [26] present an adaptive model
predictive control (AMPC) algorithm which makes the estimated model approach to the
real model step by step. It is proved that the estimated model is bounded and the system
state will converge to a neighborhood around an equilibrium point. This algorithm is used
into several fields, like spacecraft [27] and high-speed trains [28]. However, this algorithm
requires the error of state to satisfy a fixed constraint all the time which has been set before
the initialization.

Based on the previous research, we present a distributed AMPC system, which does
not have any more requirements to bound the error of system, to realize the desired train
control, keeping a desired distance between adjacent trains. Our main contributions are
as follows:

1. A serial distributed control system structure is proposed for trains in VC, according to
the metro infrastructures and their communication architectures, where each train has
a local controller and each controller communicates with its neighbor trains. Based
on the control structure, a distributed AMPC system is proposed to make successive
trains driving with a desired distance;

2. An estimator is designed for each local controller in the distributed AMPC system,
to reduce the value errors between parameters in the model and real ones. A variable
step gradient descent method is proposed which guarantees the estimated model
is bounded;

3. Simulations are conducted, and the proposed AMPC with a variable step (AMPCVS)
system is compared with both nominal MPC system and AMPC with a fixed step
(AMPCFS) system. Experimental results prove that the distance error between the
actual and desired ones for successive trains in AMPCVS is much smaller than
nominal MPC system, and the error in AMPCVS approximates zero faster than the
AMPCFS system. These indicate that there is surely an improvement of AMPCVS
algorithm when compared to other two systems.

The rest of this paper is organized as follows. In Section 2, a train dynamics model is
formulated, and a serial distributed control system structure for trains in VC is proposed.
A distributed AMPC system is designed in Section 3, where the control model for both
leader and following trains are formulated, and an estimator is designed for each local
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controller to make the system model adapt to time varying environments. Experimental
results are presented in Section 4, which show that trains in VC keep the desired distance
well by using our proposed algorithm. Finally, Section 5 concludes this paper.

2. Train Dynamics and Virtual Coupling Strategy
2.1. Train Dynamics Model

Based on the longitudinal train dynamics, the dynamic model of train is written as
ṗ = v
v̇ = −c0 − c1v− c2v2 + F/m
Ḟ/m = (u− F)/(mT)

(1)

where p, v and F represent the position, velocity and applied force of the train, respectively.
m is the mass of train. c0, c1 and c2 are the constant parameters of the Davies equation which
represents the aerodynamic resistance force. They will vary with respect to the different
condition so that the values in model are estimated by human experience. The control
variable u denotes the control input force. The dynamic characteristic of train actuator is
simplified as an inertial element. However, the time constant T is also estimated by human
experience which is not accurate. Thus, the train dynamic model that we can establish is
just an estimated model which is written as

ṗ = v
v̇ = −ĉ0 − ĉ1v− ĉ2v2 + F/m
Ḟ/m = (u− F)/(mT̂)

(2)

where ˆ(·) represents the estimated value of the parameter (·) in (1).
All trains in VC is limited with respect to the performance of train and track. Due to

the property limitation of train itself, the controlled input force is bounded as

umin ≤ u ≤ umax (3)

where umin denotes the maximum reverse force and umax denotes the maximum positive
force. The trains is also limited by a hard constraint in speed as

0 ≤ v ≤ vlim (4)

where vlim is the track speed limitation with respect to the track condition.
As we mentioned above, trains in VC are supposed to move together and to be

separated by a constant distance. Thus, the protection distance should be set as a constant
value so that trains are protected from collisions by

pi−1 − L− pi ≥ de, i = 2, 3, · · · (5)

where de is the protection distance and L denotes the length of train. For avoiding braking
to standstill frequently, the protection distance should be smaller than the desired distance
dr as de ≤ dr. It is worthwhile to notice that this constraint is only for the followers. As the
traditional method in railways, there is a speed limitation for the leader to guarantee
keeping a safe distance from the hazard ahead. For simplicity, we assume that the speed
limitation for the leader is included in the constraint (4).

2.2. Control Structure of Trains in VC

The trains in VC are connected via T2T and T2G communication instead of couplers.
Through the link between trains, each train is able to receive the control objective from
a global controller and the required information from other trains, as shown in Figure 1.
This communication topology provides the convenience to the distributed control system.
Then, the distributed control structure shown in Figure 2 is realized. It implies that the
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controller for each train in VC can be different and all of them are managed by the zone
controller (ZC).

Figure 1. Communication structure between trains in VC.

Figure 2. Distributed control structure for N trains in VC.

As for a physically coupled train, the objective is tracking a desired speed profile.
Those wagons, without independent propulsion units, are applied force by couplers to
keep an approximate constant distance from its predecessor wagon. It avoids beyond the
extreme displacement of coupler and results in tracking the desired speed. In VC, trains are
supposed to move together just like physically coupled, which means the driving strategies
for the leader and the followers in VC are different. The leader should track the desired
speed profile and the followers should keep a desired distance from their predecessors.

There does not exist any predecessor train for the leader train, just like the first wagon
in a physically coupled train. The objective of the first wagon train is tracking the desired
speed. Therefore, the driving strategy for the leader is driving at the desired speed to
manage the speed of convoy. The control objective is written as

v1 = vr (6)

where subscript 1 means the state of train 1 and vr denotes the desired speed.
Each wagon in a physically coupled train is supposed to maintain a constant distance

to its predecessor to keep the integrity. To imitate the state of physically coupled train,
the driving strategy for the followers is to keep a constant distance which is called as the
desired distance. Then, the control objective becomes

pi−1 − L− pi = dr (7)

where dr is the desired distance for adjacent trains in VC.
With respect to the different control objectives for the leader and followers, different

controllers are presented in Section 3 and the states of control system are correspond-
ingly different.

Based on the control objective above, ZC delivers the control objective to each train.
Each controller calculates a proper control input for an actuator. The actuator applies
actions to the train to adjust its system state. Then, the dynamic information (e.g., position,
speed, applied force) of each train will be sent back to ZC. Then, ZC refreshes and generates
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a new objective for the leader train. Meanwhile, the dynamic information will be sent,
from the predecessor, to the follower so that the controller of follower can calculate the
control input to keep a desired distance from the predecessor. The distributed structure
has been described briefly here, which will be designed in details, in Section 3.2.

3. Distributed Adaptive Model Predictive Control System Designs
3.1. Control System Model

The control objective of leader is to track a desired speed profile. Therefore, the state
of control system for the leader is chosen as

x1 = [ p̃1, ṽ1, F1]
T (8)

where p̃1 = p1 − pr and ṽ1 = v1 − vr. pr is the desired position. For the follower train i
(i = 2, 3, · · · ) in VC, corresponding to the control objective that keeps a desired distance
from predecessor, the state is chosen as

xi = [ p̃i, ṽi, Fi]
T (9)

where p̃i = pi + L + dr − pi−1, ṽi = vi − vi−1. Then, the linearized continuous model of N
trains based on (2) (8) (9) is written as

˙̃pi = ṽi, i = 1, 2, · · · , N
˙̃v1 = −ĉ1ṽ1 − ĉ2vr ṽ1 + F1/m− ĉ0
˙̃vi = −ĉ1ṽi − ĉ2vr ṽi + Fi/m− Fi−1/m, i = 2, 3, · · · , N
Ḟi/m = ui−Fi

mT̂i
, i = 1, 2, · · · , N

(10)

where v̇r is estimated as ĉ1vr + ĉ2v2
r and v2 is linearized by Taylor expansion as v2

r +
2vr(v− vr). This dynamic equation can be rewritten into the matrix form as{

ẋ1 = Âc,1x1 + B̂c,1u1 + Ĉc,1 I
ẋi = Âc,ixi + B̂c,iui + Ĉc,iFi−1

(11)

where

Âc,i =

 0 1 0
0 −ĉ1 − ĉ2vr 1
0 0 − 1

T̂i

 B̂c,i =

 0
0
1
T̂i

, i = 1, 2, · · · , N,

Ĉc,1 =

 0
−ĉ0

0

, Ĉc,i =

 0
−1
0

, i = 2, 3, · · · , N

(12)

and I denotes a unit matrix with an appropriate dimension.
The discretized model is required in MPC to attain an iteration of real-time optimal

control so that the continuous train dynamic model (11) should be discretized by the
zeroth-order hold and shown as below:{

x1,k = Â1x1,k + B̂1u1,k + Ĉ1 I
xi,k = Âixi,k + B̂iui,k + ĈiFi−1,k

(13)

where
Ai = eτAc,i , Bi = Bc,i

∫ τ
0 eAc,itdt, Ci = Cc,i

∫ τ
0 eAc,itdt (14)

where τ is the sampling time.
Based on (13), the above system reaches the equilibrium point when xi,k+1 = xi,k with

a constant control input ui,k. So, the equilibrium point of train i is xi = [0, 0, F̄i]
T where F̄i

represents a necessary force applied to counteract the aerodynamic resistance.
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3.2. Distributed Model Predictive Control Designs

Typically, MPC is based on a known model to predict the future states of a system by
solving a finite time horizon optimal problem, in order to obtain a control input sequence.
For utilizing the value of real-time information, only the first one in the input sequence
is applied on the system. In the next time step, the system state is refreshed and the
process above is repeated. Compared with PID control method, MPC algorithm can deal
with constraints actively and respond to future demands in advance which increases the
tracking precision.

According to the control objective, the prediction model of the leader does not consider
information from other trains. However, the predecessor’s predicted future information is
supposed to sent to the follower. Thus, the prediction functions of the leader and followers
are different.

The distributed MPC can be further divided into serial distributed MPC and paral-
lel distributed MPC depending on the implementation and communication scheme [29].
For the serial distributed MPC, the most recent predicted future information of predecessor
can be used in the local optimization for followers, which is exactly matched the charac-
teristic of information transmission in convoy shown in Figure 2. Thus, the serial MPC is
considered in this study.

3.2.1. Controller for the Leader

The predicted future states of the leader train 1 in the convoy is

X1,k =
[

x1,k+1|k, x1,k+2|k, · · · , x1,k+Np |k

]T
(15)

where subscript k + j|k denotes the state x at time j (j = 1, 2, · · · , Np) predicted at time k.
From the first item in (13), the predicted states are calculated by

x1,k+j|k = Â1x1,k+j−1|k + B̂1u1,k+j−1|k + Ĉ1 I, j = 1, 2, · · · , Np . (16)

Then, (15) is rewritten into the matrix form as

X1,k = Â1x1,k + B̂1U1,k + Ĉ1 I (17)

where
Â1 =

[
Â1, Â2

1, · · · , Â
Np
1

]T
,

B̂1 =


B̂1 0 · · · 0

Â1B̂1 B̂1 · · · 0
...

...
. . .

...
Â

Np−1
1 B̂1 Â

Np−2
1 B̂1 · · · B̂1

,

Ĉ1 =


Ĉ1 0 · · · 0

Â1Ĉ1 Ĉ1 · · · 0
...

...
. . .

...
Â

Np−1
1 Ĉ1 Â

Np−2
1 Ĉ1 · · · Ĉ1



(18)

and U1,k =
[
u1,k|k, u1,k+1|k, · · · , u1,k+Np−1|k

]T
. The future states are predicted by (17) with

a control sequence U1,k. This control sequence is obtained by solving the following mini-
mization problem:

J1,k = min
U1,k

(Y1,k − R)TQ1(Y1,k − R) + U1,k
T P1U1,k (19)
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which is subjected to
0 ≤ v1,k+j|k ≤ vlim,1,k+j

u1,min ≤ u1,k+j|k ≤ u1,max
j = 1, 2, · · · , Np.

(20)

Q1 and P1 are weight matrices for the speed errors and comfort level, respectively. R
denotes the variation of speed reference for train 1 and Y1,k presents the speed output of
system which is picked by

Y1,k = Z1X1,k, Z1 =


0 1 0 0 0 0 · · · 0 0 0
0 0 0 0 1 0 · · · 0 0 0

. . .
0 0 0 0 0 0 · · · 0 1 0


Np×3Np

. (21)

The minimization problem (19) implies to obtain an optimal control input sequence
for the next Np time which makes a trade-off between the speed errors and comfort level.

The leader train 1 in the convoy determines its future optimal control input considering
track condition (which determines the speed limitation) and its own property, which are
shown in (3), (4) and added into the optimal problem as constraints (20). Then, the MPC
controller for the leader train 1 is

u1,k = u?
1,k|k (22)

where u?
1,k|k is the first input in sequence U?

1,k =
[
u?

1,k|k, u?
1,k+1|k, · · · , u?

1,k+Np−1|k

]T
which is

the optimal solution of minimization problem (19). Then, the predicted optimal state is
expressed as X?

1,k.

3.2.2. Controller for the Followers

The predicted state of the follower train i in the convoy is

Xi,k =
[

xi,k+1|k, xi,k+2|k, · · · , xi,k+Np |k

]T
. (23)

Different from the leader, each follower has a predecessor and receives the information
X?

i−1 from it to generate the reference, as shown in Figure 3. At time k, the predecessor
train i− 1 predicts the optimal state X?

i−1,k and then transmits it to the follower train i as
information for MPC controller. Consequently, each future state is predicted by (13)

xi,k+j|k = Âixi,k+j−1|k + B̂iui,k+j−1|k + ĈiFi−1,k+j−1, j = 1, 2, · · · , Np . (24)

where the Fi−1,k at time k is from the predicted optimal state X?
i−1,k of train i− 1. It can be

rewritten into the vector form as

Fi−1,k =
[

F?
i−1,k+1|k, F?

i−1,k+2|k, · · · , F?
i−1,k+Np |k

]T
. (25)

It can be brought into (24). Then, (24) is rewritten into the matrix form as

Xi,k = Âixi,k + B̂iUi,k + ĈiFi−1,k (26)
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where
Âi =

[
Âi, Â2

i , · · · , Â
Np
i

]T
,

B̂i =


B̂i 0 · · · 0

Âi B̂i B̂i · · · 0
...

...
. . .

...
Â

Np−1
i B̂i Â

Np−2
i B̂i · · · B̂i

,

Ĉi =


Ĉi 0 · · · 0

ÂiĈi Ĉi · · · 0
...

...
. . .

...
Â

Np−1
i Ĉi Â

Np−2
i Ĉi · · · Ĉi



(27)

and Ui,k =
[
ui,k|k, ui,k+1|k, · · · , ui,k+Np−1|k

]T
. This control sequence is obtained by solving

the following minimization problem:

Ji,k = min
Ui,k

YT
i,kQiYi,k + Ui,k

T PiUi,k (28)

which is subjected to
0 ≤ v1,k+j|k ≤ vlim,1,k+j

u1,min ≤ u1,k+j|k ≤ u1,max
pi,k+j|k + L + dr ≤ p?i−1,k+j|k

j = 1, 2, · · · , Np.

(29)

Qi and Pi are weight matrices for the distance errors and comfort level, respectively.
Yi,k presents the position output of system which is picked by

Yi,k = ZiXi,k, Zi =


1 0 0 0 0 0 · · · 0 0 0
0 0 0 1 0 0 · · · 0 0 0

. . .
0 0 0 0 0 0 · · · 1 0 0


Np×3Np

. (30)

p?i−1,k+j|k is received from X?
i−1,k. The minimization problem (28) implies to obtain

an optimal control input sequence for the next Np which makes a trade-off between the
distance errors and comfort level.

The follower train i in the convoy determines its future optimal control input con-
sidering track condition, its own property and protection distance from its predecessor,
which are shown in (3), (4), (5) and added into optimal problem as constraints (29). Then,
the MPC controller for the for leader train i is

ui,k = u?
i,k|k (31)

where u?
i,k|k is the first input in sequence U?

i,k =
[
u?

i,k|k, u?
i,k+1|k, · · · , u?

i,k+Np−1|k

]T
which is

the solution of minimization problem in (28).
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Figure 3. Serial distributed MPC control structure for two trains.

3.3. Adaptive Updating Algorithm

The more accurate model of plant in MPC brings a better tracking performance of
control system. As mentioned in Section 2.1, the model of plant in MPC is an estimated
model which impairs the performance of control systems.

To increase the accuracy of plant model in MPC, an estimator is added into the
control structure, shown in Figure 4. The predicted optimal future state and real state are
transmitted to the estimated system. The function of estimator outputs an new estimated
model used in the MPC controller through an adaptive updating algorithm.

Figure 4. Adaptive MPC control system.

The goal of the estimator of train i is to minimize the error between the predicted state
and real state at time k + 1 which can be written as a minimization problem in (32)

Γi = min
Θ̂i,k

x̃T
i,k+1 x̃i,k+1 (32)

where Θ̂i,k =
[
Âi,k, B̂i,k, Ĉi,k

]
, x̃i,k+1 = x?i,k+1|k − xi,k+1 and x?i,k+1|k is calculated by

x?i,k+1|k = Θ̂i,kχi,k (33)

where χi,k =
[

xT
i,k, u?

i,k|k
T , DT

i,k

]T
and

DT
i,k =

{
I, i = 1
Fi−1,k, t = 2, 3, · · · , N

. (34)
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Then, (32) can be rewritten into the form related to Θi,k explicitly:

Γi = min
Θ̂i,k

(
Θ̂i,kχi,k − xi,k+1

)T(Θ̂i,kχi,k − xi,k+1
)

(35)

whose gradient with respect to Θi,k is

∇i,k = 2
(
Θ̂i,kχi,k − xi,k+1

)
χT

i,k. (36)

The negative gradient direction is used as the updating direction for Θ̂i,k at time k.
Then, the updating law for Θ̂i is presented as

Θ̂i,k+1 = Θ̂i,k −
λi,k

2
∇i,k

= Θ̂i,k − λi,k x̃i,k+1χT
i,k

(37)

where λ denotes the step of descent.

Theorem 1. For the MPC system with an estimated model Θ̂, there exits a step at each time k

λk = α 2
χT

k χk
, 0 < α < 1 , (38)

then, the estimated model is ultimately bounded.

Proof. The Lyapunov function is built as

VΘ̂(k) = tr
((

Θ̂k −Θ
)T(Θ̂k −Θ

))
(39)

where tr(·) denotes the trace of matrix and Θ denotes the real model of plant. Based on the
updating algorithm (37), the Lyapunov function follows

VΘ̂(k + 1) = tr
((

Θ̂k+1 −Θ
)T(Θ̂k+1 −Θ

))
= VΘ̂(k) + λk

(
λkχT

k χk − 2
)

x̃T
i,k+1 x̃i,k+1

(40)

which is derived in [26]. Applying (38) and the Lyapunov function can be further de-
scribed as

VΘ̂(k + 1)−VΘ̂(k) = 2λk(α− 1)x̃T
i,k+1 x̃i,k+1

≤ −2λkεx̃T
i,k+1 x̃i,k+1

(41)

where ε is a constant which satisfies ε > 0. Because of λk is a scalar which is no less than 0,
it can be found that VΘ̂(k + 1)−VΘ̂(k) ≤ 0. Then, with a origin VΘ̂(0), the limk→∞ VΘ̂(k)
exists so that the estimated model Θ̂ is ultimately bounded.

Lemma 1. The system error x̃ converges to zero when k→ ∞, by the updating law (37).

Proof. We have
VΘ̃(1)−VΘ̃(0) = 2λ0(α− 1)x̃T

i,1 x̃i,1, (42)

VΘ̃(2)−VΘ̃(1) = 2λ1(α− 1)x̃T
i,2 x̃i,2, (43)

...

VΘ̃(k + 1)−VΘ̃(k) = 2λk(α− 1)x̃T
i,k+1 x̃i,k+1. (44)
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Then we have

k

∑
j=0

2λj(α− 1)x̃T
i,j+1 x̃i,j+1 = VΘ̃(k + 1)−VΘ̃(0) (45)

Because λk = α 2
χT

k χk
≥ α 2α

χ̄2 = λ̄ where χ̄2 ≥ χTχ, ∀χ which are constrained by (3)–(5).

Then it follows
k

∑
j=0

2λ̄(α− 1)x̃T
i,j+1 x̃i,j+1 ≤ VΘ̃(k + 1)−VΘ̃(0) (46)

Because the limk→∞ VΘ̃(k + 1) exists, so we have limk→∞ x̃i,k → 0.

Therefore, applying step (38) to the updating law (37), the model Θ̂ of the plant in
each local MPC controller will be ultimately bounded in a range obtained from the accurate
model Θ. It is more accurate than the estimated model Θ̂0 at origin time. Furthermore, this
adaptive updating algorithm also steers the system error x̃ to zero.

3.4. Closing-Loop System

The proposed AMPC system with the estimator works as Algorithm 1.

Algorithm 1 Algorithm for the control system.

Input: train information xk, estimated model Θ̂k, other essential information for MPC
controller
Output: train information xk+1, estimated model Θ̂k+1
Algorithm Procedures:

1: MPC controller utilizes Θ̂k to calculate a control input u?
k|k for actuator and predict an

predicted state x?k+1|k which is transmitted to the estimator;
2: The actuator receives u?

k|k and acts correspondingly to generate force Fk, and then
applies Fk to the train;

3: The train outputs the system state xk+1 at time k + 1, which is also transmitted to the
estimator;

4: The estimator receives xk+1 and x?k+1|k and works with updating law (37). Then, outputs

a new model Θ̂k+1 to the controller as a new model.

The AMPC system is initialized with x0 and Θ0. Then, the closing-loop system works
as Figure 5.

Figure 5. Closing-loop system flows.
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4. Experimental Results

The numerical experiments are consisted of two parts. One is for analysis of the
performance, e.g., error value and convergent speed, of the proposed AMPCVS system
in this paper. The other is an application to trains convoy, which drives in the realistic
inter-station of metro.

The estimated values of uncertain parameters in the plant (11) are set as ĉ0 =0.01 m/s2,
ĉ1 =0.005 s−1, ĉ2 =0.0002 m−1 and T̂ = 0.75. The real values of train 1 are c0 =0.012 m/s2,
c1 =0.006 s−1, c2 =0.000 24 m−1, and T = 0.8. For train 2, c0 =0.013 m/s2, c1 =0.0065 s−1,
c2 =0.000 26 m−1, and T = 0.8. For train 3, c0 =0.014 m/s2, c1 =0.007 s−1, c2 =0.000 28 m−1,
and T = 0.8. They are only for examples which may be not as same as some real conditions.
Based on these settings, it is obvious that the real aerodynamic resistance is greater than the
estimated one. Additionally, the reference speed vr in (10) can be amended by the estimator
here. The weight matrices Q1, Qi, P1, Pi in optimal problem (19), (28) are set as Q(·) = I
and P(·) = 0.1I where I represents the unit matrix.

Remark 1. When metro trains are under bad conditions, the air resistance becomes lager than
before which implies c0, c1 and c2 become larger. Therefore, to handle these bad conditions, the pre-set
bound is supposed to be a little larger.

The rest parameters in this paper are shown in Table 1.

Table 1. Parameters using in the simulation.

Parameter Value Unit Parameter Value Unit

m 45 t N 3 -
umin −54,000 N umax 54,000 N

de 3 m dr 5 m
L 20 m vlim 25 m/s

4.1. Adaptive Model Predictive Control Algorithm Performance

The performance of the proposed AMPC algorithm is illustrated about several aspects,
including system errors and convergent speed.

Firstly, an experiment is designed here which aims at illustrating whether the proposed
AMPC system is able to adjust the estimated model Θ̂ to approach the real value Θ. It is
hard to observe the value of all the elements in the matrices of model. Then, the system
error is observed here to show the performance of AMPC system. If the model in AMPC
controller is close enough to the real model, the system state will converges to the objective.
Additionally, the system error is in a direct proportion to the model error in AMPC
controller. So, that is why we choose the system error instead of the error between the
estimated model and real one.

The system model in (11) is selected as an example. The objective speed for the leader
is set as 20 m/s. The results of numerical experiment are shown in Figure 6. The proposed
AMPC system with the variable step in this paper is abbreviated as AMPCVS. The AMPC
with a fixed step proposed in [26] is abbreviated as AMPCFS.

Figure 6 illustrates that all three kinds of systems make the speed converge to a value
in a short time. From the figure, the speed of train with MPC system has a greater deviation
from the objective than other systems. That is because the error between estimated and
real values of parameters in model is not reduced, without the estimator. It can be seen
from Figure 7 that the input tends to be stable because the objective function with esti-
mated model is minimized. However, actually, the control input cannot fully compensate
the resistance.
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Figure 6. The speed profile of train with different MPC systems.
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Figure 7. The control input of train with different MPC systems.

The AMPCFS system is able to converge to the objective. Because the fixed step is
constrained by the system error, the fixed step has to be set as a minimum value which
is related to the superior of error. Compared with the AMPCFS, the AMPCVS system
converges to the objective more quickly. That is because the step is variable so that it can
become greater as long as constraint allows. It is illustrated in Figure 6 that the system
error of AMPCVS converges to a neighborhood rounding zero in around 3 seconds (s) but
AMPCFS spends around 50 s. This result can also be found from Figure 7. The control
input of AMPCVS system tends to be stable. Then, the control input of AMPCFS tends to
be as same as AMPCVS.

Secondly, the AMPCVS system is applied in the situation that three trains drive in VC,
shown in Figure 8b. Three trains, with same property as the situation above, equipped
with an MPC system are simulated as a comparison in Figure 8a. From Figure 8a, each train
with an MPC system will keep a fixed speed. However, resulting from the model error,
the relative speed of trains are greater than AMPCVS. The relative speed of adjacent trains
causes the displacement. From Figure 9a, the distance between trains keeps increasing. It
is worthwhile to notice that the objective for follower trains is keeping a constant distance
from its predecessor. Thus, it is unacceptable to allow the distance to become greater
(beyond communication range) or smaller (irrevocable emergent braking). The AMPCVS
well regulates the distance between trains in an acceptable range, shown in Figure 9b.
Although the speed of follower trains with AMPCVS varies a little more drastically than
MPC, the distance keeps as desired eventually.
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Figure 8. Comparison of speed profile. (a): The speed profile of trains with MPC system. (b): The
speed profile of trains with AMPCVS system.

0 10 20 30 40 50

time (s)

5

5.2

5.4

5.6

dis
tan

ce
 (m

)

train 1&2

train 2&3

(a)

0 10 20 30 40 50

time (s)

4.7

4.8

4.9

5

5.1

5.2

5.3

dis
tan

ce
 (m

)

train 1&2

train 2&3

(b)

Figure 9. Comparison of distance between trains. (a): The distance between trains with MPC system.
(b): The distance between trains with AMPCVS system.

4.2. Inter-Station Driving of Trains in VC

Typically, trains in VC are supposed to keep a constant distance from its predecessor
during the inter-station driving. Here we consider that the trains are already coupled
before they depart from the station, which means the origin distance between trains equals
to the desired value. Figure 10 shows the speed profile of three trains in VC driving in the
inter-station with AMPCVS system.

A general perception of Figure 10 is that all three trains track the reference accurately
except the period that the trains are transferring from the acceleration phase to cruise.
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From the Figure 8b, it is easy to figure out that the system oscillates around the equilibrium
point in the initial phase. The oscillation in Figure 10 is same as the characteristic shown in
Figure 8b. That is because the estimator needs a certain amount of time to approach the
real model of plant. After some time, the estimated model is close to the real model so that
the trains track the objective well. The distance converges to the desire value shown in
Figure 11. It is obviously illustrated that the distance between trains comes to the desired
value in the cruise phase, i.e., from around 40 s to around 70 s.
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15

20

sp
ee

d 
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/s
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train 1

train 2

train 3

reference

26 30 34
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Figure 10. The speed profile of trains in VC driving on inter-station with AMPCVS system.

It can be seen from Figure 12 that the control input is becoming greater. It results from
the increasing aerodynamic resistance, which is in a direct proportion to speed. The control
input needs to be increased correspondingly in order to counteract the increasing resistance.

The control input is adjusted with respect to the distance between trains. The os-
cillation of distance makes the control input vary drastically. Once the distance become
smaller than the desired value, the control input decreases to make the train slower than
its predecessor and vice versa. It is greater than zero, except the braking phase, which
counteracts the resistance with respect to the different condition and steer train to the
desired state. The distance error oscillates in the traction phase, however, the peak values
of distance error become smaller in order. This characteristic is also reflected in control
input. The peak values of control input, in one operation phase, also become smaller in
order. That is because the estimated model approaches the real value step by step over
time. So that, if the model is accurate enough, it will hardly change anymore. Then, once
the distance becomes the desire, the control input maintains a fixed value. Regarding the
different parameters of three trains, the input force to maintain a desired speed is different
in the cruise phase. The required control input for train 3 to maintain desired speed should
be greatest, corresponding to the simulation setting. It is exactly observed in Figure 12.

Another phenomenon is that the peak distance error of train 2 and 3 is greater than
train 1 and 2, shown in Figure 11. That is because the error of predecessor is accumulated
to the follower so that the performance of estimator in follower is degraded. The follower
need spend more time than its predecessor to reach the equilibrium point.

Remark 2. The parameters c0, c1, and c2 are set as unknown but fixed values in the numerical
experiment here. However, vr is a variable with respect to the current speed of train which is a
time-varying parameter for AMPCVS system. This condition happens when the speed of train is
changing (accelerating and decelerating). From the illustration above, we can figure out that the
AMPCVS system deals with this kind of time-varying parameters well, i.e., steering the system to
desired states. Thus, the AMPCVS system may also deal with other slow time-varying parameters
like time varying c0, c1, and c2.
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Figure 12. The control input of trains in VC driving on inter-station with AMPCVS system.

5. Conclusions

We propose a distributed AMPC system for trains in VC in this paper. An estimator is
designed for each local controller, which makes the estimated model adaptive and accurate.
A gradient descent method with a variable descent step steers the estimated values of
parameters to real ones. Simulations are conducted and the results of our proposed
AMPCVS are compared with both nominal MPC and AMPCFS. The error between actual
distance and desired ones in our algorithm is much smaller than the nominal MPC, and the
error converges to zero most quickly among three. These indicate an improvement of
AMPCVS algorithm when compared with other two systems. An entire running process in
an inter-station with our proposed AMPCVS is also simulated. Experimental results show
that the trains track the desired objective well.

In the future work, we will try to alleviate the oscillations during a control process.
Another direction is to design an adaptive MPC system considering system disturbances,
where the theory of positively invariant set [30] and robust MPC [31] may be combined
with the adaptive scheme. Considering the huge energy cost of a metro system [32],
an integrated dispatching and control system which makes full use of VC to increase the
track capacity while saving energy is also to be designed in the future.
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