
Citation: Špilák, D.; Majlingová, A.;
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Abstract: In the process of computer modeling the formation of a charred layer in wood materials, it
is important to implement the correct material data. In thermal analysis, there exist two different
approaches of implementation: the temperature-dependent material data properties, heat capacity
approach and enthalpy approach, which is not commonly used but which has a few advantages.
This approach should be examined in more detail because it can solve the problem associated with
inaccurate results at temperatures around 100 ◦C. This scientific paper deals with the assessment
of the computer-aided fire modeling and simulation suitability based on the enthalpy approach for
determining the charred layer of structural elements. The structural elements selected for testing were
spruce wooden beams with rectangular and circular cross-sections. A finite element model (FEM) was
created in ANSYS software. The model was validated by medium-scale fire tests data of the spruce
wooden beams loaded with a radiation panel. Boundary conditions were identical to the medium-
scale fire test. Due to the enthalpy approach, the temperature curves from the simulations also
faithfully simulated the section with a constant temperature around 100 ◦C. Within the temperature
profiles, the accuracy of simulations averaged 91.7%. The accuracy of the simulations describing the
total area of the charred layer was 93.0% on average. Presented FEM can be used in the search for
new construction solutions for wooden elements and modifications to the design of cross-sections of
wooden beams or wooden joints so that they can better withstand fire conditions.

Keywords: wood beams; fire resistance; finite element analysis; transient thermal analysis; ANSYS

1. Introduction

Wood has excellent structural and mechanical properties and construction options.
For timber building structures, this material ideally meets the increasingly dominant and
uncompromising demand of the present and probably the foreseeable future for environ-
mental friendliness in the environment, housing, industrial production, and construction.
It turns out that the use of wood as a construction material in the construction industry
and architecture will have a significantly progressive trend in the 21st century [1].

The role of the construction system of each building is to transfer the loading to its
foundations. During its lifetime, the building is exposed to the effects of permanent and
accidental loads, which also include fire loading. Fire poses a great threat to the users
of the building, because in addition to the direct adverse effects on health, it can lead to
the collapse of the entire building, and thus endanger persons in or near the building.
Therefore, ensuring the fire safety of the building is extremely important and is reflected
in the legislation of the member states of the European Union. Fire safety regulations
impose strict requirements on building design, especially for timber buildings [2]. The
collapse of a building due to a fire can occur for several reasons, namely the failure of a
building construction product, structural element, or structural system. When a building
construction’s capability to withstand the effects of a loading is reduced, e.g., below the
applied loading, construction fails. The time to achieve this failure is presented as the value
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of fire resistance, which in wooden structural elements exposed to fire, depends on the rate
of charred layer formation and the residual cross section, which is capable of transferring
the loading. The process of forming the charred layer must be considered whenever wood
surfaces or wood-based panels are directly exposed to fire.

Wood is a complex heterogeneous colloidal system of substances consisting of main
and accompanying components. The main components are hemicelluloses, cellulose,
and lignin [3–6]. The fire resistance of the basic building blocks of wood varies, with
hemicelluloses being the least resistant to thermal decomposition, while lignin is the most
resistant component of wood [7,8].

When wood is exposed to a sufficient thermal loading, a process of thermal degra-
dation occurs, which produces flammable gases, accompanied by loss of weight and
cross-section [9]. Pinto et al. [10] stated that the lack of oxygen in the wood burning process
leads to the decomposition of wood into several components and the formation of a charred
layer. According to Eurocode 5 [11], the process of forming a charred layer should always
be considered if wood surfaces or wood-based panels are directly exposed to fire. Fonseca
and Barreira [12] stated that a wooden cross-section exposed to fire consists of the following
zones: charred layer, pyrolysis zone and intact wood.

The burning boundary is the layer of material that is formed between the charred
layer and the wood in the process of wood burning. According to Eurocode 5 [11], this
limit is characterized by a temperature of 300 ◦C. However, the authors dealing with the
process of wood charring state other values [13]. Kačíková et al. [14] stated that charring of
wood can occur even at temperatures of 250 ◦C. Shaffer [15] quoted a temperature at the
interface of charred and uncharred wood of 288 ◦C. According to Osvald [16], charring of
the wooden surface occurs at temperatures of 290 ◦C. The depth of wood charring we can
define is the distance between the outer surface of the original element and the position of
the charring line. The depth of the charred layer depends on the rate of carbonization. The
rate of charring of wood and the loss of properties depend on the type of wood.

New progressive and complex designs in the field of wooden constructions place
increasing demands on ensuring their fire safety. The calculations of fire resistance of
complex structures according to Eurocode 5 [11] are complicated. With the complexity of
buildings, the possibility of calculation errors increases. Computer-aided modeling based
on finite element analysis (FEA) is offered as a modern alternative, but extensive research
is still needed to collect suitable input data.

At present, fire safety design legislation does not consider the use of computer simu-
lations as the equivalent method in the construction fire safety assessment in the Central
European countries (e.g., Slovakia and Czech Republic). One of the main reasons is the
absence of a functional model. Such a model should work on the principle of determining
the worst possible values, which in practice means that there cannot be a situation where
the fire resistance values obtained from the simulation will show better values than those
from the real fire tests. To use such a model, the difference between the values obtained
from real fire tests and simulations should be as small as possible, and at the same time
smaller than fire resistance values determined by manual calculations in accordance with
the relevant technical standards. Despite the advantages provided by simulations, sim-
ple computational models are still preferred. The main reason is the non-acceptance of
computer simulations in the European Union countries as a way for determining the fire
resistance of buildings. This is also related to the absence of technical standards and the
necessary data usable in simulations [17]. From a practical point of view, this fact has
an impact on the construction possibilities, which are limited due to the use of simple
computational models.

In the process of developing a computer model, the correct selection of data is ex-
tremely important, because the modeling results are sensitive to the input data on the
materials that are used in the assessment process [18]. As the response of materials exposed
to fire is often not known in advance, the results obtained are always viewed with some
uncertainty. Therefore, it is necessary to define the properties of the materials to be used
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in the process of model preparation, while their choice must also be justified. As a rule,
further verification of the results obtained using validation tests are required. According to
Naser [18], Zhang et al. [19] Molina et al. [20], Couto et al. [21], Regueira and Guaita [22],
Dúbravská et al. [23], this illustrates the serious need for a systematic and modern represen-
tation of various temperature-dependent building material properties. The development
of such models is one of the first steps toward implementing a unified approach to fire
assessment [17].

Thermal conductivity is a parameter that describes the capability of a material to
transfer heat. It is one of the basic parameters used to determine properties such as thermal
resistance or alternative heat transfer coefficient [24]. The thermal conductivity of wood at a
temperature of 20 ◦C is relatively low. It ranges from approximately 0.1 to 0.3 W·m−1·K−1.
Unique, compared to other materials, is the decrease in thermal conductivity at a temper-
ature from 200 to 320 ◦C. Subsequently, the thermal conductivity increases again due to
the formation of a charred layer. The values of thermal conductivity that should be used
in the calculations of fire resistance of wooden structures are given in Eurocode 5 [11].
According to Eurocode 5 [11], the thermal conductivity and heat capacity data are similar
for all types of softwoods and hardwoods. However, when those were compared with
results of other authors [25–35] studying the thermal conductivity of various softwoods and
hardwoods, expressed as a function of temperature, different values from those reported in
Eurocode 5 [11] were found (Figure 1).
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Figure 1. Properties of wood: (a) dependence of thermal conductivity of wood on temperature;
(b) dependence of specific heat capacity of wood on temperature.

According to Figure 1a, there is evidence of a significant variance of values in compari-
son with the standard recommended values for wood from Eurocode 5 [11]. The reason for
such diverse results is probably the heterogeneity and diversity of the wood, from which it
can be concluded that the right choice of input data is important for modeling purposes.

From the point of view of modeling temperature profiles in cross-section, the specific
heat capacity of wood is also considered to be an important property. It is defined as
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the amount of heat that must be supplied to the “body” to increase its temperature by
1 K (J·g−1·K−1). It describes the capacity of a material to absorb, store and release heat and
is greatly affected by its moisture. The graph of the dependence of the heat capacity of
wood on temperature is therefore characterized by a sharp increase in values at temperature
around 100 ◦C, when heat is consumed to change the state of the water and a subsequent
sharp drop, after evaporation of the residual water in the wood (Figure 1b).

As can be seen from the graph in Figure 1b, an increase in specific heat capacity
values has been recorded by several authors [27–31,35], and this increase in values is also
considered in Eurocode 5. An important input for the development of a fire model is
information about the investigated materials, i.e., wood in this case. The basic and at the
same time necessary input into modeling and development of a fire model is information
about the thermal conductivity of wood.

Wood burning is among the most dynamic of processes, which is difficult to simu-
late by computer software. When designing a combustion simulation, it is necessary to
implement many boundary conditions into the simulations, such as, e.g., heat release rate,
chemical composition of the material, chemical equations of combustion, material proper-
ties, air flow, air temperature, etc. It would also be necessary to create a three-dimensional
model of the environment.

The widely used FEA software programs are SAFIR, ANSYS and ABAQUS. Peng
and Hadjisophocleus [36] used the software ABAQUS to conduct a thermal analysis to
determine the temperature profiles in timbers under fire exposure. Bedon and Fragia-
como [37,38] studied fire resistance of in-plane compressed log-house unprotected timber
walls with partial thermal insulation with ABAQUS software. In another study, Bedon
and Fragiacomo [39] analyzed fire resistance of thermally insulated log-house timber walls
with ABAQUS software. Cachim and Franssen [40] performed FEA of timbers exposed to
fire with SAFIR software. Werther et al. [41] compared thermal analysis with the SAFIR,
ANSYS and ABAQUS software. The research shows that the programs give comparable
results to each other and real fire tests. Software ANSYS from ANSYS, Inc. located in
Canonsburg, Pennsylvania is one of the most used FEA software in the world and provides
reliable results [19–23,42].

Pecenko Svensson and Hozjan [43,44] presented a new numerical model named PyCiF
for determining the charring of wood exposed to standard and natural fire. The new model
couples an advanced 2D heat-mass model with a pyrolysis model. The results showed
great model accuracy for the evaluation of charring depths of timber elements exposed to
the standard fire and natural fires.

The large number of boundary conditions creates a difficult problem to solve, in case it
is necessary to perform a complete combustion simulation, e.g., ANSYS software allows one
to perform combustion simulations, but from a practical point of view and mainly due to
many boundary conditions, it is used mainly for combustion simulations of homogeneous
gases. It was therefore necessary to find a simpler solution.

A simpler alternative is thermal analysis where the base element is heat conduc-
tion, in which Frangi, Erchinger and Fontana [42], Zhang et al. [19] Molina et al. [20],
Couto et al. [21], Regueira and Guaita [22], and Dúbravská et al. [23] used this analysis to
examine different types of wooden construction elements exposed to fire with the software
ANSYS. In the case of the solution of heat conduction in wood, where it is heated above
100 ◦C, which is common in fire conditions, a nonlinear problem arises, including phase
changes of the water contained in the wood. Wood as a hygroscopic material contains
free and bound water. The problem can be solved by setting the input as the temperature-
dependent properties regarding the data of the wood. Zhang et al. [19], Molina et al. [20],
Couto et al. [21], Regueira and Guaita [22], and Dúbravská et al. [23] used in their numeri-
cal analysis studies a combination of three basic material properties: specific heat, density,
and thermal conductivity (specific heat approach), according to Eurocode 5 [11]. The
second possible combination of material properties is density, thermal conductivity, and
enthalpy (enthalpy approach), which is not commonly used but has a few advantages. This
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approach should be examined in more detail because it can solve the problem associated
with inaccurate results at temperatures around 100 ◦C [22,45].

This scientific paper deals with the assessment of the computer-aided fire modeling
and simulation suitability based on the enthalpy approach for determining the charred
layer of structural elements. The structural element selected for testing had to meet several
criteria. The first was the extent of its use in the construction system. The second important
criterion was that it must ensure the load-bearing capacity and stability of the building.
In the case of wooden constructions, or constructions that at least partially use wooden
structural elements, the previous criteria were best met by a wooden beam. In cross section,
wooden beams have different shapes. The most common being a square or rectangular and
circular cross-section beams. Wooden beams are widely used as vertical and horizontal
structural elements in the construction of roofs, ceilings, walls, etc. The cross-section of
the wooden beams selected for the medium-scale fire tests was of a square and circular
cross-section. The beams were made from Norway spruce (lat. Picea abies) wood, which is
one of the most used in the construction industry.

2. Materials and Methods
2.1. Medium-Scale Fire Tests of Wooden Beams

Based on the implementation of a medium-scale fire test, the depth of charring and
temperature profiles measured in time at predetermined places on the beam were evaluated.
The results of the medium-scale fire test were used for FEM validation in the ANSYS
program. Test samples were made from Norway spruce trunks. A total of 6 samples were
made, of which 3 were of circular cross-section (logs) and 3 were of square cross-section
(prisms), see Figure 2a,b.
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section (prisms).

The length of all samples was 1000 mm. The dimension of the side of the square
cross-section was of 177 ± 1 mm, and the diameter of the circular cross-section was of
200 ± 1 mm. The individual test samples were dried in an air-conditioned room to a
moisture content of 13.00% ± 1.00%. No surface treatment was applied to the test samples.

As mentioned above, a total of 6 test samples were subjected to medium-scale fire
tests. The test sample was placed on a structure made of aerated concrete blocks so that the
thermally loaded area of the test sample was at a height level with the central axis of the
radiation panel. The distance of the test sample from the radiation panel was 100 mm.
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The size of the radiation area was of 480 × 280 mm. The energy source of the ceramic
radiation panel was propane–butane gas with a constant flow (15 m3·h−1). The prepared
test set-up is shown in Figure 3a. The medium-scale fire test lasted 60 min, during which
temperature profiles were recorded at predetermined locations of the test sample. Temper-
ature profile was measured using NiCr-Ni type thermocouples with a measuring range
of −40 ◦C to +1200 ◦C. The location of the thermocouples in the test sample is shown in
Figure 3b.
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At every 20 mm from the edge of the thermally loaded side of the sample up to 100 mm,
five thermocouples were placed in pre-drilled openings for measuring the temperature
inside the sample (thermocouples number 1, 2, 3, 4, 5).

AHLBORN ALMEMO 2290-8710 V7 was used to record temperatures. The thermo-
couples were positioned to measure the temperature in the middle of the cross section of
the test sample. At the end of the test, the samples were allowed to cool. A cross-section
about 1 cm wide was made from the sample center to determine the charring area.

2.2. Selection and Verification of Suitable Fire Models

Based on a previous study, the wood burning process was simplified to conduct heat
in the wood, where based on the achieved temperature, it was possible to determine the
area (extent) of the charred layer and the intact wood of the wooden beam capable of
carrying the load. To create a computer model, the ANSYS 2022/R1 software was selected,
where a transient thermal analysis was used. In the ANSYS software, thermal energy in
thermal analysis is quantified using Fourier’s law as follows [46]:

q = −k
dT
dx

(1)

Thermal conductivity k represents the capability of a material to conduct heat but
also expresses how fast the material conducts thermal energy. If the thermal conductiv-
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ity changes with temperature, Fourier’s law is modified as follows, where the thermal
conductivity k is a function of temperature T [47]:

q = −k(T)∇T (2)

Equation (2) describes heat conduction in a one-dimensional space. The dependence
of k on temperature may not always be simple when considering a more complex two-to
three-dimensional geometry. In these cases, the Newton–Raphson method (ANSYS (b),
2020) is used to solve the problem.

The difference between steady-state heat transfer and transient heat transfer is the
existence of a non-stationary member with density, specific heat, and temperature deriva-
tion over time. Transient thermal analysis determines temperatures and other thermal
quantities that change over time. The main equation for heat conduction through a solid is
given by the relation using the thermal equilibrium as follows [48,49]:

k×
(

∂2T
∂x2 +

∂2T
∂y2 +

∂2T
∂z2

)
+ q = ρ× c

∂T
∂t

(3)

k∇2 × T + q = ρ× c
∂T
∂t

(4)

Here, ρ is density of a material, c is specific heat capacity, k is thermal conductivity,
q is heat flux and T is thermodynamic temperature. In the equation for transient heat
conduction, the expression on the right side of the equation (ρ× c ∂T

∂t ) represents the rate of
energy storage in the body. After some time, when the temperature distribution no longer
changes, the process has reached a steady state, which is governed by Fourier’s law [48].

2.3. Modeling the Behavior of Structural Elements in Fire in ANSYS

The properties (density, thermal conductivity, enthalpy–enthalpy approach) of Norway
spruce wood, which are necessary for the proper functioning of thermal analysis, were
entered in the initial phase of model design. The initial density of Norway spruce samples at
20 ◦C was determined to 464.10 kg·m−3 by gravimetric method with moisture content 13%.
Graph of wood density dependence from temperature was created in accordance with
Eurocode 5 [11] (Figure 4a). Thermal conductivity values were implemented into wood
properties in simulations according to the Eurocode 5 [11] (Figure 4b).
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Figure 4. Properties of Norway spruce: (a) density; (b) thermal conductivity.

In the simulations, the definition of enthalpy is adjusted to represent the energy
absorbed by the “unit volume” of the body. For wet wood, the derivation of the enthalpy
curve is based on two different effects of heat, heating the wood, and evaporating the free
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water contained in the wood. After reaching a temperature of 100 ◦C, the contained water
is converted into water vapor. This phase change consumes most of the heat received,
which results in a slowdown in the heating of the wood.

The enthalpy values (Figure 5a) were calculated and entered the wood properties
according to Equations (5)–(7) [50]. Calculation of enthalpy was based on values of specific
heat capacity of wood according to Eurocode 5 [11] (Figure 5b).

HT1 = HT0 + cdw × ρdw × (T1 − T0) +
w

100
× cw × ρw × (T1 − T0); 0 < T1 < 99 (5)

HT2 = HT1 + cdw × ρdw × (T2 − T1) +
w

100
× Hevap × ρw; 99 ≤ T2 ≤ 120 (6)

HT3 = HT2 + csd × ρsd × (T3 − T2); 120 < T3 < 1200 (7)
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Figure 5. Properties of Norway spruce: (a) enthalpy; (b) specific heat capacity.

HT0 represents the starting point of the volume enthalpy curve and is equal to 0, cdw
is thermal capacity of a dry wood, cw is thermal capacity of water, ρdw is density of the
dry wood, ρw is density of water and w is moisture content of the wet wood. In the case
of implementation of HT0 in simulations, simulation software usually does not tolerate
zero numbers; therefore, the value lim

n→∞
1
n must be entered. Equation (5) represents the

calculation of the enthalpy of dry wood and the water content of the wood at temperature
T1. Equation (6) represents the calculation of enthalpy, when the state of water changes up
to the temperature T2. In this equation, Hevap is enthalpy of evaporation. Equation (7) rep-
resents the calculation of the enthalpy of dry wood at temperature T3. Enthalpy calculations
have been performed separately for any change in wood properties.

2.3.1. Geometry of the Model

After entering the input data on the properties of materials, a model was created using
the “SpaceClaim” environment. The one-dimensional model is not suitable for this study
because it does not give information of the shape of the charred layer. The model can
be solved in two-dimensional space but it is not possible to monitor the response of the
solid elements of FEM to the results and the total computational time of larger wooden
structures. According to the previous statement, the geometry of the model was made
in three-dimensional space in an orthogonal coordinate system. The model was identical
to the elements used in the medium-scale tests. For maximum simplification, the final
model does not consider the whole test set, as in the case of a real fire test. The radiation
panel, test sample (wood prism or log) supporting structures and environmental conditions
were not considered in the resulting three-dimensional model. Their absence did not affect
the simulation results and accelerated the calculation. As a replacement for the radiation
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panel, a simplified plate with a thickness of 1 mm was used in the model but with the same
parameters of the produced fire loading as in the real fir test.

Within thermal conductivity, isotropic and orthotropic thermal conductivity are avail-
able. As wood is not a homogeneous material and the thermal conductivity is different
in the direction of the fibers and perpendicular to the wood fibers, the use of orthotropic
thermal conductivity is appropriate. However, as part of the simplification of the simu-
lation, since the wooden beam is heated evenly to almost one side of it and heat transfer
perpendicular to the fibers is dominant, the difference in results when using isotropic ther-
mal conductivity or orthotropic thermal conductivity is negligible, while using isotropic
thermal conductivity simplifies and speeds up the calculation.

2.3.2. Model

In the “Model” section, the meshing of the prepared models in the “Mesh” section
was performed. Element sizes were entered using the “Body Sizing” function. For wooden
elements, it was 5 mm and for the radiation panel, 1 mm. The “Patch Conforming Method”
function was selected. For logs, it was a tetrahedral mesh and for a prism, a hexahedral
mesh. The radiation panel was automatically meshed with a hexahedral mesh. In the
case of the logs, the total number of elements was 2,561,900 and the nodes 5,279,000. The
prism contained a total of 539,200 elements and 3,589,000 nodes. Subsequently, a thermal
connection between the radiation panel and the loaded surface of the samples was created
in the models with manual connection region.

2.3.3. Simulation Settings

In the “Setup” section, the initial temperature of 18 ◦C was set according to the values
found in the medium-scale tests. The simulation time was 3600 s, and the numbers of
sub-steps and iterations were set according to real fire tests. The duration of one sub-
step was of 60 s. The maximum number of iterations was set to 1000. A change was
made in the section for nonlinear solution settings, where the original value of thermal
convergence was changed from 1.5% to 10%. This adjustment was necessary because the
convergence criterion was not met in the initial phase of the simulation calculation (the
first sub-step of the calculation), which the software evaluated as an error. The problem
arose due to an imbalance in the system, where within one sub-step, there was a sharp rise
in temperature, which the software could calculate only with a certain deviation, exceeding
the pre-set criterion. As the only boundary condition in the simulation, a uniform surface
radiation panel temperature of 1000 ◦C was defined. The value was measured using
thermocouples during real fire tests from the radiational panel surface and was verified
using the documentation for the radiation panel. The surface temperature of the radiational
panel was constant throughout the tests.

2.3.4. Setting the Method of Solution and Processing of Results

Results processing has been set in the “Solution” and “Results” sections. Using the
“Temperature” function, temperature profile was recorded at predefined locations. These
were then processed into tabular form. The outputs from the simulation also included
images of sections of individual samples, which were used to determine the area of the
charred layer. According to Eurocode 5 [11], Zhang et al. [19], Couto et al. [21], Regueira
and Guaita [22], and Dúbravská et al. [23], the isotherm position of 300 ◦C is taken to
determine the depth of charring beyond the charring limit.

2.3.5. Validation of Applied Fire Models using the Results of Medium-Scale Fire Tests

Validation of a FEM is a process of verification of the exactitude of the models and
the material characterization associated with the existing experimental results [51]. The
validation of the prepared model was performed using the data on temperature profiles and
the charred layer obtained from medium-scale fire tests. The basis of the validation process
was the comparison of results from real fire tests and simulations, where the temperature
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profiles at different depths and the area of the charred layer were compared. The key was
to achieve the greatest possible degree of accuracy of the simulation.

3. Results

The results of the comparison of medium-scale fire tests and simulations were pro-
cessed in the form of graphs of temperature profiles and images of individual sections
showing the depth of charred layer and graphs of charring rate. Each graph contains a
record of the temperature from real fire tests from a certain depth, their average value and
the temperature profile obtained from simulations (Figures 6–10). Because the results of the
medium-scale fire tests consist of three measurements, the following statistical indicators
were processed: absolute temperature deviation, mean temperature deviation, standard
temperature deviation of three measurements, variation range and variation coefficient.
To compare the simulation results with real fire tests, the following statistical indicators
were processed: absolute temperature deviation of simulation and average temperature of
measurements, percentage deviation of simulation and average value from measurements,
and simulation accuracy, which indicates the agreement of the simulation results with the
results from the medium-scale fire tests (Tables 1 and 2).
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Figure 6. Temperature profile: (a) depth of 20 mm (prisms); (b) depth of 40 mm (prisms).
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Figure 7. Temperature profile: (a) depth of 60 mm (prisms); (b) depth of 80 mm (prisms).
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Figure 8. Temperature profile: (a) depth of 100 mm (prisms); (b) depth of 20 mm (logs).
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Figure 9. Temperature profile: (a) depth of 40 mm (logs); (b) depth of 60 mm (logs).
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Figure 10. Temperature profile: (a) depth of 80 mm (logs); (b) depth of 100 mm (logs).
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Table 1. Statistical indicators—Norway spruce prisms.

Prism

Medium Scale test Simulation

Absolute
Temperature

Deviation (◦C)
Average

Temperature
Deviation (◦C)

Standard
Temperature

Deviation (◦C)

Temperature
Range (◦C)

Variation
Coefficient

(%)

Absolute
Temperature

Deviation (◦C)

Deviation
(%)

Simulation
Accuracy

(%)
S1 S2 S3

2 cm 52.8 62.2 23.2 46.1 63.9 124.1 22.7 27.8 9.6 91.7

4 cm 9.2 0.8 9.2 6.1 9.2 18.3 5.1 17.0 21.1 83.7

6 cm 2.5 0.2 2.5 1.7 2.5 5.0 5.4 3.2 5.9 94.2

8 cm 4.7 3.2 1.8 3.3 4.3 8.1 16.8 1.2 4.3 95.7

10 cm 0.6 1.1 1.2 1.0 1.3 2.5 6.4 1.3 6.3 93.7

Average 14.0 13.3 7.6 11.6 16.2 31.6 11.3 10.1 9.5 91.8

Table 2. Statistical indicators—Norway spruce logs.

Log

Medium Scale Test Simulation

Absolute
Temperature

Deviation (◦C)
Average

Temperature
Deviation (◦C)

Standard
Temperature

Deviation (◦C)

Temperature
Range (◦C)

Variation
Coefficient

(%)

Absolute
Temperature

Deviation (◦C)

Deviation
(%)

Simulation
Accuracy

(%)
S1 S2 S3

2 cm 15.7 16.4 29.4 20.5 29.6 58.4 6.9 26.0 7.1 93.1

4 cm 9.4 37.4 35.0 27.3 37.4 72.4 19.2 23.4 9.0 91.8

6 cm 14.7 5.9 8.9 9.8 13.1 23.9 12.2 5.9 4.8 95.3

8 cm 2.7 5.5 6.6 4.9 6.7 12.7 13.1 4.9 8.5 91.5

10 cm 13.4 12.2 1.2 8.9 12.8 25.5 26.1 3.8 7.8 92.2

Average 11.2 15.5 16.2 14.3 19.9 38.6 15.5 12.8 7.5 92.8

The average absolute deviation of all simulations for Norway spruce prism samples
was 10.1 ◦C, the deviation was 9.5%, while the accuracy of the simulations was 91.8% on
average (Table 1). The resulting values of the simulation accuracy strongly influenced the
temperature profiles from the medium-scale fire tests in a depth of 4 cm (Figure 7a), where
the simulation accuracy was only 83.7%.

The average absolute deviation of all simulations for Norway spruce logs was 12.8 ◦C,
the deviation was 7.5%, while the accuracy of the simulations was 92.8% on average
(Table 2).

After the completion of medium-scale fire tests and making cross-sections, the individ-
ual sections were marked according to the sample number and scanned into a computer,
where the area of the charred layer was measured using CAD software.

The boundary of the charred layer is clearly visible after increasing the color contrast,
while at several approximations the interface was sharp enough. Figures 11 and 12 show the
scanned individual samples. The average area of the charred layer for the prism samples
(Figure 11) was 71.8 cm2, with a standard deviation of 12.2 cm2. In percentage terms,
the charred layer represented 22.9% of the original area. The average area of the charred
layer for log samples (Figure 12) was 81.0 cm2, with a standard deviation of 8.4 cm2. In
percentage terms, the charred layer represented 25.8% of the original area.

The results of the simulation are processed in the form of images of temperature fields,
where the area with a temperature exceeding 300 ◦C was removed (Figure 13a,b).

The area of the charred layer for the Norway spruce prism obtained from the simula-
tion (Figure 13a) was 80.3 cm2, which represents a deviation of 0.7 cm2 from the average
value of the real fire tests. The accuracy of the simulation was 99.2%. The area of the
charred layer for the Norway spruce log obtained from the simulation (Figure 13b) was
80.3 cm2, which represents a deviation of 0.7 cm2 from the average value of the real fire
tests. The accuracy of the simulation was 99.2%.
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4. Discussion

The comparison of the obtained modeling results showed an accuracy of more than
90%. The temperature curves from the simulations also faithfully simulated the section
with a constant temperature at 100 ◦C, which Regueira and Guaito [22], Pecenko, Svensson
and Hozjan [43] simulated only partially. The results of Martínez et al. [45] did not simulate
this range at all.

Of all the simulations, the largest deviations showed temperature profiles at a depth
of 4 cm, which significantly reduced the overall accuracy of the simulations. According
to Couto et al. [21], who examined the fire resistance of cellular wooden slabs using
medium-scaled fire tests and FEA, many differences between experimental and numerical
results may be due to different levels of moisture in the material as well as the relative
position of thermocouples where there may be a slight deviation from their intended
deposition. Therefore, the most probable cause of higher deviations at a depth of 4 cm is
the deflection of the template used for drilling, which was used to drill openings (holes)
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for the placement of thermocouples. Pierin, Silva and La Rovere [52] stated that one of the
other reasons for simulation deviations from real fire tests is that wood and wood products
may have different cavities filled with air, which transfers heat by convection and radiation
to neighboring areas when heated, which distorts the results obtained with FEA.

It is further clear from the simulation results that the accuracy of the simulation
increased with increasing distance of the thermocouples position from the radiation panel,
which is the exact opposite of what Martínez et al. [45] stated. Their FEM did not consider
the effect of moisture, which had a significant effect on the results. They further stated that
it is necessary to examine the influence of parameters such as water evaporation, mass
transfer, pyrolysis, and various thermal properties of contacts between individual layers of
wood, which will help to optimize the results of simulations. Zhang et al. [19] investigated
the fire resistance of wooden beams exposed to fire by FEA. The results showed the high
accuracy of FEM at 50 mm compared to real fire tests. At 25 mm from the edge, the
temperature from the real fire tests is slightly higher than the temperature determined from
the FEA. The authors justified this by the fact that during a real fire test, cracks formed in
the wood, which resulted in a faster course of the coaling process. They did not consider
the formation of cracks in the FEA.

It is the formation of cracks in the wood that causes higher deviations of the simulation
results from the results obtained by real fire tests, within the total area of the charred layer.
Cracks were formed in different locations at each test sample. The formation of cracks
in the layer of charred coal locally led to a significant increase in heat penetration into
the pyrolysis zone and thus an increase in temperature. Another possible cause of the
deviations could be the sporadic occurrence of flames at the front of the samples during
the test, with a partial flash of the flame to the unloaded side of the sample. Due to the
high unpredictability and dynamism of the process, this effect could not be simulated with
sufficient accuracy in this type of FEA.

Another possibility to improve the simulations is to refine the input data on materi-
als. Molina et al. [20], Pierin, Silva and La Roverey [52], Couto et al. [21], Regueira and
Guaita, [22] and Martínez et al. [45] used the properties of wood specified in Eurocode 5 [11].
Molina et al. [20], who in their study performed a numerical analysis of the behavior of
structural wooden elements with a cross section of 6 × 16 cm in fire conditions using
ANSYS software, stated that to improve numerical results, research should focus on ob-
taining data on thermal properties of different types of wood due to the lack of data; the
generalized data for hardwood and softwood available from technical standards [11] still
have to be used. This leads to inaccuracies in the numerical results of the simulation.

5. Conclusions

The aim of the study was to assess the suitability of the application of computer
modeling in ANSYS on the example of assessing the charred layer of structural elements
of wooden buildings. The developed fire model was used in the process of modeling
the behavior of wooden beams in a fire. All simulations were performed using transient
thermal analysis. The modeling results were compared with the performed medium-scale
tests results, focusing on the charred layer of wooden beams.

The comparison of the results of real fire tests and simulations showed the following
facts. Information on the thermal properties of wood entered in the simulation, which
was based on Eurocode 5 [11], represents a good basis in the process of FEM creation
after additional modifications. The created FEM based on the enthalpy approach provides
sufficiently accurate information about the temperature profiles and the formation of a
charred layer of wooden beams exposed to thermal loading. Due to the enthalpy approach,
the temperature curves from the simulations also faithfully simulated the section with a
constant temperature at about 100 ◦C. Within the temperature profiles, the accuracy of
simulations averaged 91.7%. The accuracy of the simulations describing the total area of
the charred layer was 93.0% on average. The accuracy of the simulations increased with
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increasing distance of the thermocouples from the radiation panel. The shape of the charred
wood layer predicted by simulations is in good correspondence with real fire tests results.

Based on the high correlation of numerical and experimental results, the created FEM
is validated and usable for further research. Deviations of the simulation results from
the results of real fire tests could be caused by different values of moisture content in
individual layers of wood, relative position of thermocouples where there could be a slight
deviation from their planned placement, and the water evaporation process from wood
and unpredictable cracking.

The FEM presented in this study can be used as a possible replacement for manual
calculations or medium-scale tests in determining the fire resistance of wooden structural
elements using the residual cross-section. It can also be used in the search for new con-
struction solutions for wooden elements and modifications to the design of cross-sections
of wooden beams or wooden joints so that they can better withstand fire conditions. The
model can be another step in the development of technical standards aimed at assessing
fire resistance using computer-aided modeling.

The created FEM also makes it possible to combine thermal analysis with static analysis,
due to which it is possible to monitor the effect of temperature on the mechanical response
of wooden beams. With the help of transient static analysis, it is possible to monitor the
size of the deflection of wooden beams and the mechanism of deformation, which makes it
easier to determine the loading criterion of a given structural element loaded with fire.

To improve the results of computer-aided modeling, in the future, it is necessary to
focus research to the material properties of various species of wood. Due to the lack of data,
the generalized data for hard and soft woods available from technical standards [11] must
still be used. Data collection should focus on obtaining information on material density,
thermal conductivity, and mass thermal capacity as the most important properties for
non-stationary thermal analyses. According to the mechanical properties, data collection
should focus on strength properties and the modulus of elasticity.
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