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Abstract: Propagating architectural heritage is of great significance to the inheritance and protection
of local culture. Recommendations based on user preferences can greatly benefit the promotion of
local architectural heritage so as to better protect and inherit historical culture. Thus, a powerful
tool is necessary to build such a recommendation system. Recently, deep learning methods have
proliferated as a means to analyze data in architectural domains. In this paper, based on a case
study of Jiangxi, China, we explore a recommendation system for the architectural heritage of a
local area. To organize our experiments, a dataset for traditional Chinese architecture heritage is
constructed and a deep hashing retrieval method is proposed for the recommendation task. By
utilizing a data fine-tuning strategy, our retrieval method can realize high-accuracy recommendation
and break the model training restriction caused by insufficient data on local architectural heritage.
Furthermore, we analyze the retrieval answers and map the data into a two-dimensional space
to reveal the relationships between different architectural heritage categories. An image-to-location
application is also provided for a better user experience.

Keywords: deep learning; architectural heritage; image retrieval

1. Introduction

Architectural heritage is a type of cultural heritage that is material and immovable.
All physical objects created by various construction activities during the evolution and
development of human society belong to architectural heritage. From small buildings
and structures to large villages and cities, whether or not they are currently intact does
not affect their basic material properties of being immovable. As a product of history,
architectural heritage is marked by the era, reflecting the level of science and technology of
the corresponding era, as well as the social, political, military, and cultural conditions of
the time for a local area. Therefore, it is essential to let more people know the story behind
architectural heritage, which is of great significance to the promotion and inheritance of
local culture. To achieve this, we need a powerful tool to recommend existing architectural
heritage based on user preferences.

Recently, digital technology has become popular, which has great significance for
cultural heritage [1–4]. A comprehensive digital archive is established for heritages by
means of photography, scanning, and 3D printing. The rise of digital information tech-
nology has greatly broken through the limitations of traditional conservation means. It
provides richer technical options for recognition, protection, presentation, and finding a
breakthrough for solving the problems of heritage conservation. Digital tools also have
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the advantage of increasing opportunities in terms of cultural mediation and proposing
interactive tools that involve the public in discovery cultures, thus making them actors
in their own knowledge acquisition processes. Such kinds of new technologies allow us
more ways to access and promote the local architectural heritage. In particular, the deep
learning (DL) method is currently showing its power in this area. Recently, the work by
Tejedor et al. [5] introduces the future perspectives of the DL method for the diagnosis of
heritage buildings. The methods reviewed in the paper cover several important topics,
e.g., object detection which can be integrated with UAVs and a GPS system [6], 3D models
for the reconstruction of lost architectural heritage [7], and neural networks applied to
heat flux meter (HFM) methods [8,9]. Some defects of the DL method are also given in the
paper, especially the limitation of dataset and computation time cost. For the promotion of
architectural heritage, we introduce another kind of DL method, namely, content-based
image retrieval (CBIR), for a case study. A fine-tuning strategy is adopted to solve the data
quantity problem, which is a common issue for real-world application of DL. We detail our
target, method, and contributions in the continuous parts of the paper.

With the rapid development of convolutional neural networks (CNNs) [10,11],
DL [12–14] methods have achieved many encouraging results in heritage image anal-
ysis [15,16]. Among them, CBIR [17,18], which searches for images from a large image
collection, can serve as a recommendation tool for local architectural heritage. Suppose we
have an image collection that contains a variety of architectural heritages from a local area.
For one query image (e.g., an image of a temple) uploaded by the user, the retrieval method
can return the top-ranked images from the image collection based on visual similarities. The
retrieved images are the recommendations for users. However, applying image retrieval to
local architectural heritage faces an unavoidable problem—data insufficiency. The amount
of architectural heritage in a local area may not have enough quantity. However, having
adequate data is always an essential factor for the training of a DL model [19]. It is easy to
gather images of some common classes (e.g., residential buildings) in a local area, while,
for some landmark buildings (e.g., bridges), there may be only a few entities available.
The lack of data and data imbalance among classes will lead to a decrease in retrieval
accuracy or cause training failure. Therefore, solving the problem of data insufficiency is
the first priority.

As we discussed above, it is almost impossible to collect enough data in a local area
for the training of a DL retrieval model. However, can we collect data from a broader area
for training purposes? For architectural heritages from the same class, there are of course
diverse feature distributions among different areas. For example, the palaces from China
tend to be majestic and magnificent, but the palaces in Japan are graceful and delicate.
However, based on the definition of architectural functionality, the architectures from the
same class always share many common characteristics. Thus, for better training of the
retrieval model, we designed a data fine-tuning strategy similar to the thought of transfer
learning [20]. We can collect architectural heritage images from a broader area, or even
not limited to heritage, to form the source data and then transfer the shared knowledge to
the local architecture heritage target data. Taking Jiangxi, China, as a local area example,
our experiment proves that utilizing this strategy enables better retrieval performance and
enhances the feature extraction ability of the model for target data.

In this paper, we explore a case study for the recommendation of local architectural
heritage. The main issue we have to address is the data quantity restriction for local
architectural heritage. For this purpose, a new dataset named Chinese Architectural
Heritage 10 (CAH10) is constructed. CAH10 contains 3080 images from 10 classic classes of
Chinese architectural heritage (detailed in Section 3). We also design an image retrieval
system using hash coding, which aims at high accuracy and efficient image retrieval. A
CNN backbone is adopted to extract image features and a hashing module is used to realize
the retrieval. Considering the real-world demands of an architectural heritage retrieval
task for Jiangxi, China, we utilize a data fine-tuning strategy by first training the model on
source data and then transferring the learned knowledge to target data. A small number
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of local area data can train a high-performance retrieval model. Our experiment results
show that this learning strategy can break the data quantity restriction and better specify
the backbone CNNs’ feature extraction for target data. Furthermore, by demonstrating
the retrieval results and using the UMAP [21] embedding, we can further observe some
interesting feature relations among different classes, which are meaningful for actual uses.
We also apply the proposed method to a real-world application. Based on the coordinate
information of CAH10, an application of image-to-location is provided. This application
can provide the user with a better recommendation experience and extend the use of
retrieval tasks.

We summarize our main contributions as follows:

• We construct a new dataset CAH10 for traditional Chinese architectural heritage.
• We propose a deep-hashing-based retrieval method that can realize high recommen-

dation accuracy. The analysis of the retrieved results reveals the relations among
different architectural heritage categories.

• A data fine-tuning strategy is adopted to break the quantity restriction of local archi-
tectural heritage data. This strategy can also enable better image feature extraction of
the retrieval model.

• For a better user experience, an application of image-to-location is provided for building
a recommendation system.

The rest of the paper is organized as follows. Section 2 introduces the existing research.
We detail the constructed dataset in Section 3. Section 4 presents notations and the model.
It gives an overview of the proposed retrieval method and data specifying strategy. In
Section 5, we present a performance comparison of different retrieval methods and analyze
the retrieved results of the proposed method. In Section 6, we further emphasize the
advantages of our method. Limitations and future works are also discussed. Finally,
conclusions are drawn in Section 7.

2. Related Works

Content-based image retrieval (CBIR) is a research branch in the field of computer
vision that focuses on large-scale digital image content retrieval. A typical CBIR system
allows users to input an image to find other images with the same or similar content. In
contrast, traditional image retrieval is text-based, i.e., the query function is implemented
by the name of the image, textual information, and indexing relationships. The core of
CBIR is image retrieval using the visual features of images. Essentially, it is an approximate
matching technique that integrates the technical achievements of various fields, such as
computer vision, image processing, image understanding, and database, in which feature
extraction and indexing can be performed automatically by the computer, avoiding the
subjectivity of manual description. The process of user retrieval is generally to provide
a sample image (query), and then the system extracts the features of the query image,
compares them with the features in the database, and returns the image similar to the query
features to the user.

Remarkable progress has been made in image feature representations for CBIR [22].
Among different kinds of image retrieval methods, the main advantage of hashing retrieval
is the quickness. Many hashing methods have been designed for approximate nearest-
neighbor (ANN) search in Hamming space for image retrieval. Hashing-based methods
map high-dimensional data into compact binary codes with a preset number of bits and
generate similar binary code data items, which can greatly reduce the calculation consump-
tion and storage space. In the early stages, hashing methods focused on data-independent
methods, such as locality-sensitive hashing (LSH) and its variance [23,24]. The major
drawback of LSH is that long code is necessary to achieve satisfactory search accuracy,
which limits its application. Recently, the deep hashing method [25–29] has gained great
performance in image hashing. CNNs are adopted as feature extractors and hash layers
are applied to study hash codes. Pairwise similarity loss or triplet ranking loss are used
for similarity learning. CNNH [30] adopts a two-stage strategy to maximize the Hamming
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distances between binary codes of dissimilar images and minimize the Hamming distances
of similar images. HashNet [26] adopts the weighted maximum likelihood (WML) estima-
tion to alleviate the severe data imbalance by adding weights in pairwise loss functions.
The Hamming distance between hash codes of images is forced to be greater than a certain
threshold. Works [26,30] such as HashNet directly make data pairs similar if they share at
least one category.

Due to its many applications, deep-learning-based image retrieval has been applied
to cultural heritage as well. Gupta et al. [17] curated a novel dataset consisting of monu-
ment images of historical, cultural, and religious importance from all over India. Their
retrieval task is based on the architectural characteristic of each class and holistically infuses
semantic-hierarchy-preserving embeddings to learn deep representations for retrieval in
the domain of Indian heritage monuments. Sipiran et al. [18] present a benchmark of
cultural heritage objects for the evaluation of 3D shape retrieval methods. Their experi-
ments and results show that learning methods on image-based multiview representation
are suitable for tackling 3D retrieval in a cultural heritage domain. Belhi et al. [31] explore
the difference between CNN features and classical features for a large-scale cultural image
retrieval task. Their method can quickly identify the closest clusters and then only matches
images from the selected clusters. Liu et al. [32] use modern information technology to
efficiently retrieve images of national costumes. This research lay a good foundation for
the informatization of national costumes and is conducive to the inheritance and protection
of intangible cultural heritage. Different from previous works where data are sufficient for
training a deep model, in this paper, we want to deal with a real-world task in that data
are minimal.

3. Data

CAH10 contains 3080 images of 10 classic classes belonging to Chinese architectural
heritage. We demonstrate the image samples for each class in Figure 1a–j. The CAH10
dataset consists of three subsets: the target set, source set, and query set. Here, we briefly
explain how we collect these data and what each subset serves.

• Source set: We use the images of the source set to pretrain our retrieval model. It
contains 90% of the random split images from an image collection. The images from
the collection are searched by using the keyword of each heritage class name and
selected by a specialist based on the class definition. Selected images cover different
regions and cultures; synthetic images are also included.

• Query set: The query set contains the remaining 10% of the image collection. All these
images are used to evaluate the model retrieval accuracy on the source set or target set.
This set also serves as the possible user input to demonstrate what will be retrieved by
the model.

• Target set: This set contains the local architectural heritage images which are the
entities that our retrieval system wants to recommend. We collect 285 images from
Jiangxi, China. For the accessible image-to-location recommendation, each image is
attached with its geographical coordinates. Notice that the images from the target set
are excluded from both the source set and query set.

The specific data distribution of CAH10 is shown in Table 1. We can observe that
the total image number of the source set is almost 10 times that of the target set. The
classification of traditional Chinese architecture in this paper is based on the classification
methods of architectural heritage mainly derived from the international arena, and the
architectural heritage is classified according to the functions and functional categories of
buildings. “Convention Concerning the Protection of The World Cultural and Natural
Heritage”, “Hoi An Protocols for Best Conservation Practice in Asia”, “Burra Charter” and
“International Symposium on the Concepts and Practices of Conservation and Restoration
of Historic Buildings in East Asia” all require the classification of cultural relics accord-
ing to the function and value of architectural heritage. In terms of the specific types of
architectural heritage, we mainly refer to two laws, “Law of the Peopleís Republic of
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China on Protection of Cultural Relics” and “The Regulation on the Protection of Famous
Historical and Cultural Cities, Towns, and Villages”. Combined with the local laws of
Jiangxi Province, such as the “Regulations on the Protection of Cultural Relics in Jiangxi
Province” and the “Regulations on the Protection of Revolutionary Cultural Relics in Jiangxi
Province”, the classification of building types was further supplemented and improved,
thus summarizing the ten architectural classifications in CAH10. In these ten categories,
seven categories, including bridges, residential buildings, palaces, temples, theatres, towers,
and modern historic buildings, have been specifically classified in Western architecture,
while ancestral halls, memorial archways, and pavilions are unique architectural forms in
China. According to China’s current cultural relics protection regulations, the archway is
unique to China in form and similar in function to the column and triumphal arch. This
classification method is based on international and Chinese cultural heritage protection
and management regulations and further subdivides building types according to local
regulations in Jiangxi Province.

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 1. (a–j) are the sample images from the classes of architectural heritage defined in CAH10.
(a) bridge; (b) ancestral hall; (c) palace; (d) residential building; (e) pavilion; (f) memorial archway;
(g) temple; (h) theatre; (i) modern historic; (j) tower.

Table 1. The data distribution of CAH10 dataset.

Class Source Set Target Set Query Set Total

Bridge 267 12 28 307
Ancestral hall 299 40 26 365
Palace 151 25 18 194
Residential building 463 73 51 587
Pavilion 208 13 19 240
Memorial archway 281 31 20 332
Temple 221 33 17 271
Theatre 160 14 15 189
Modern historic 256 12 28 296
Tower 246 32 21 299

Total 2552 285 243 3080

4. Methods

In order to realize a high accuracy and efficient retrieval system, we construct our
retrieval model based on a deep hashing structure. We train our model by firstly using the
source data and then transferring the learned knowledge to the target set.
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4.1. Problem Definition and Model Structure

We denote X = {xi}N
i=1 as the set of database images in our dataset (either source

set or target set) from which images similar to an image from the query set are retrieved.
The purpose of the retrieval model is to find a mapping from an image to a K-bit binary
hash code B = {bi}N

i=1, where bi ∈ {−1, 1}K. For differentiability, following previous
works [26,28,29,33], instead of directly generating binary hash codes, we adopt continuous
relaxation ei ∈ [−1, 1]K. By taking the sign() of each element of ei, the continuous hash
code can be easily mapped to a binary hash code; therefore, the model learns a mapping f
from xi to ei. The labels for image xi ∈ X can be represented by a one-hot vector zi, where
zi ∈ C (C is the classes defined in CAH10) and the semantic similarity between a pair of
images can be calculated by

sij = zi · zj, (1)

where “·” is the operator for inner product. This definition quantifies a semantic similarity,
taking the nature of our dataset by setting the similarity to be 0 (different class) or 1
(same class).

We demonstrate the pipeline of our model in Figure 2. Firstly, a shared CNN is
used as the model backbone to extract the features for all input images. After the global
average pooling, we set hash layers, which consist of two layers of full connection (FC)
and are activated by tanh(·) nonlinearity. The hash layer serves as the module to generate
continuous K-bit hash code ei. Finally, the quantization loss will force the generated ei close
to the binary hash code bi and the similarity loss will instruct the whole model’s parameters
for better feature extraction. We introduce these two losses in Section 4.2.

𝑥1

𝑥3

𝑥2 Input

CNNs Hash Layers

…

Hash Codes

想

Similarity Loss

…

Quantization Loss

想 想

Temple

Palace

Palace

1

1

𝑥3

𝑥1 𝑥2
𝑠12 = 0

tanh

Figure 2. Structure of the proposed hashing-based retrieval model.

4.2. Learning Similarity

How to utilize the similarity between pairs is the major factor for training a retrieval
model. For a pair of hash codes ei and ej, we use the inner product ei · ej to calculate the
distance between them. As an alternative to the Hamming distance, the inner product has
been proven to better quantify pairwise similarity for continuous hash codes [25,28,34,35].
In order to allow the generated hash codes ei and ej to well encode our label-based similarity
sij for image pair (xi, xj), we train our mapping f for label class C.

4.2.1. Quantization Loss

By using tanh(·), we aim to squash the output of the hash layer to be in [−1, 1].
However, this activation alone does not promise that the generated hash code has values
closer to either 1 or −1. We thus design the quantization loss to normalize this issue. It is
given by

LQuantization = ∑
i
‖|ei| − 1K‖2, (2)

where |ei| gives the absolute value element-wise and 1K is a vector whose all K elements
are 1.
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4.2.2. Similarity Loss

We let S and D as the sets of image indices pairs (i, j) whose labels are the same
(i.e., sij = 1) or different (i.e., sij = 0), respectively. Pairs in these sets give a signal that
corresponding hash codes ei and ej are far from or close to each other. To encode this,
similar to HashNet [26], we define the probability of similarity given a pair of hash codes as

p(sij | ei, ej) =

{
σ(ei · ej) for (i, j) ∈ S
1− σ(ei · ej) for (i, j) ∈ D

(3)

σ(·) ∈ [0, 1] is the activation function of sigmoid. Generally, the quantity of image
pairs with different labels is far more than those with same labels. We thus apply a weight
wij that gives φ for (i, j) ∈ S and 1− φ for (i, j) ∈ D to relieve the pair imbalance. φ is
simply calculated by

φ = D/(D + S) (4)

By using the cross-entropy, the final similarity loss function is defined as

LSimilarity = − ∑
(i,j)∈S∪D

wij log p(sij | ei, ej). (5)

4.2.3. Overall Loss

The overall loss is defined by the combination of the quantization loss and similarity
loss as follows:

L = λLQuantization + LSimilarity (6)

where λ is the bias to control the importance of the quantization loss.

4.3. Data Fine-Tuning and Image Retrieval

As shown in Figure 3’s training part, we firstly train our model by the source set.
Although the image number in the source set is almost ten times that of the target set, we
adopt data augmentation for each input for better model training [36,37]. The augmentation
includes random horizontal flip, color jitter, rotation, translation, cropping, Gaussian noise,
and blurring. After the model is well trained by the source set, we use the target set to
fine-tune the model starting with a small learning rate (also using data augmentation in
this phase). In this step, the knowledge learned from the source set can be transferred to
the training of the target set, which enables better retrieval performance for the target set.

Model

Training

Source Set

Model

Target Set

Transfer

Retrieval

Model

𝑞

𝑒 𝑏

DataBase Hamming

Answers

…

Binary

Figure 3. The flowchart of knowledge transfer and image retrieval.
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In the retrieval part, considering the situation that the user uploads one query image
q, the model will first extract the continuous hash codes e. In order to follow the definition
of hash retrieval, e will be processed into binary code b using the threshold 0. Then, the
Hamming distance will calculate the similarity between b and each image’s binary code
pre-extracted from the database. The database is the image collection for searching for
similar images. It could be either the source set or target set in our experiments. With the
similarity order, the model can return the top n similar images as the retrieval answers from
the database. All these answers are recommendations to the user based on visual similarity.

5. Results
5.1. Implementation Details

We adopt ResNet-50 [38] as the CNN backbone. It is important to notice that a
backbone with a larger size (e.g., ResNet-101) may improve the retrieval performance.
However, we do not have much data (compared to ImageNet [39]) and a small backbone is
enough for our dataset [40]. We also demonstrate the choice of backbone model for our
method in Section 5.4.

For all the training settings, we resize the input image to 260 × 260 and adopt
AdamW [41] as the optimizer. During the training of the source set, we randomly ini-
tialize the model parameters and run a total of 20 training epochs. The initial learning is
default to 10−3 and this rate is decreased by a factor of 10 halfway through the training
process. For the continuous fine-tuning of the target set, we initialize the model with the
parameter pretrained on the source set. We set the learning rate to start with as small a
value as 5−4 and totally run 10 training epochs. All the experiments are implemented by a
Tesla V100 GPU.

5.2. Evaluation Metrics

For evaluating the performance of image retrieval, we adopt two widely used metrics:
average cumulative gains (ACG) [42] and mean average precision (MAP) [43].

ACG is used to compute the average number of shared class labels between the
top n retrieved images and the query image. Given a query image Iq, the ACG score is
calculated by

ACG@n =
1
n

n

∑
i

C(q, i), (7)

where C(q, i) denotes the number of shared class labels between Iq and Ii. n denotes the
number of the top n retrieval images.

MAP is used to calculate the mean of average precision for each query image by

MAP@n =
1
Q

Q

∑
q

AP(q), (8)

where

AP(q) =
1

NRe@n

n

∑
i
(Re(q, i)

NRe(q)@i
i

), (9)

and Re(q,i) ∈ {0, 1} is an indicator. Re(q, i) = 1 when Iq and Ii have same class labels;
otherwise, Re(q, i) = 0. NRe(q)@i denotes the number of images with respect to the query
image Iq among the top i retrieval images. Q is the image number of the query set.

5.3. Retrieval Performance

In this section, we compare the performance of the proposed hashing retrieval method
(using ResNet-50 as a backbone) with some previous works: unsupervised methods SH [44]
and LSH [23]; supervised methods BRE [45], SDH [46], and ITQ-CCA [47]; and supervised
deep methods CNNH [30], DNNH [48], DHN [25], and HashNet [26]. Both supervised and
unsupervised DL methods try to discriminate the image similarity through mathematical



Buildings 2022, 12, 809 9 of 16

functions or predefined kernels. The advantages of them are the simple model structure and
implementation speed. Supervised deep methods are based on the deep neural network
structure, which requires much more training efforts than other types. However, the
retrieval performance is obviously improved. As shown in Table 2, we implement this
comparison using the source set as a database (all methods only use the source set for
training) and all images in the query set as a query. It can be observed that the proposed
method outperforms all the previous works (0.018 more for MAP@50 48-bit than HashNet),
which demonstrates the superiority of our method for the CAH10 dataset.

Table 2. Comparison to previous retrieval methods using ACG@50 and MAP@50 on training set. The
best results for each metric are marked in bold.

Method
ACG@50 MAP@50

16-bit 32-bit 48-bit 64-bit 16-bit 32-bit 48-bit 64-bit

SH [44] 0.421 0.514 0.585 0.602 0.447 0.539 0.605 0.621
LSH [23] 0.308 0.429 0.450 0.483 0.325 0.444 0.487 0.512
BRE [45] 0.332 0.395 0.522 0.551 0.356 0.422 0.545 0.562
SDH [46] 0.411 0.452 0.555 0.512 0.432 0.464 0.572 0.530

ITQ-CCA [47] 0.500 0.543 0.585 0.561 0.519 0.560 0.601 0.573
CNNH [30] 0.618 0.656 0.701 0.715 0.632 0.673 0.714 0.732
DNNH [48] 0.593 0.677 0.717 0.725 0.611 0.692 0.733 0.735
DHN [25] 0.580 0.674 0.688 0.705 0.595 0.693 0.702 0.726

HashNet [26] 0.720 0.775 0.762 0.745 0.728 0.795 0.770 0.742

Ours 0.731 0.792 0.771 0.752 0.738 0.812 0.788 0.765

5.4. Results Comparison with Different Model Settings

In this section, we discuss the performance difference of using a combination of the
following four aspects: (1) backbone model default as ResNet-50, (2) the length of the hash
code K = 32, (3) loss function bias λ = 0.1, and (4) the number of the top retrieval images
n = 10. For all the experiments, we pretrain the model on the source set and adopt data
fine-tuning on the target set. The evaluation metrics are calculated by the results retrieved
from the target set using all the images from the query set as queries. We conduct this study
by using the default setting except for the one to be explored.

We first analyze the best backbone for our model. As shown in Table 3, we compare the
performance of different-capacity submodels of ResNet and some other types of backbone
CNNs, such as DenseNet [49], EfficientNet [50], and Inception-V4 [51]. The best ACG
and MAP for all bit settings are achieved by ResNet-50. It outperforms its bigger size
variance ResNet-101 by about 0.01–0.03, which may imply that a medium-size model is
enough for our dataset. ResNet-50 also obtains higher performance than other types of
CNN backbones. We think the basic structure of ResNet can provide a better image feature
for continuous hashing computing.

As shown in Table 4, we can find that the length of hash code K is an important setting
for retrieval performance. It is designed as the index for searching similar images from the
target set. The best results are achieved by using K as 32-bit. Generally, a larger K gives
a better retrieval performance. However, for our dataset, a small length of hash code is
enough. We can observe that there is an obvious performance drop (about 0.05) when
setting K as 64-bit.
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Table 3. Backbone selection for our model. The best results for each metric are marked in bold.

Backbone
ACG@10 MAP@10

16-bit 32-bit 48-bit 64-bit 16-bit 32-bit 48-bit 64-bit

ResNet-18 0.753 0.788 0.755 0.724 0.767 0.801 0.770 0.736
ResNet-50 0.811 0.837 0.822 0.801 0.816 0.847 0.838 0.795
ResNet-101 0.792 0.803 0.788 0.770 0.809 0.813 0.799 0.783

DenseNet-121 0.712 0.749 0.740 0.710 0.723 0.765 0.758 0.721
EfficientNet-b4 0.795 0.821 0.791 0.758 0.808 0.833 0.812 0.787
Inception-V4 0.704 0.741 0.733 0.702 0.711 0.758 0.741 0.713

Table 4. ACG@10 and MAP@10 performance of retrieval model with different settings of λ and K
bits. The best results for each metric are marked on bold.

λ
ACG@10 MAP@10

16-bit 32-bit 48-bit 64-bit 16-bit 32-bit 48-bit 64-bit

0 0.771 0.804 0.795 0.772 0.787 0.809 0.805 0.781
0.01 0.808 0.829 0.820 0.783 0.795 0.814 0.817 0.788
0.1 0.811 0.837 0.822 0.801 0.816 0.847 0.838 0.795
1.0 0.800 0.824 0.817 0.785 0.801 0.821 0.810 0.780
10.0 0.721 0.755 0.741 0.718 0.733 0.763 0.748 0.711

λ is another value that affects model performance. By using a larger λ, the generated
continuous hash code e will be close to the binary code b. However, due to the activation
function tanh(), getting close to 1 or -1 will cause the disappearance of the gradient, which
makes model training much more difficult. Based on the experiment results, we can find
that setting λ = 0.1 gives the best retrieval performance on both evaluation metrics. A very
small value of λ will cause a drop of about 0.03 for MAP, but it will not vary a lot. When
we increase the value to 10, the MAP drops drastically (about 0.08 down in performance).

By the analysis above, we can conclude that K = 32 and λ = 0.1 are the best parameters
for our dataset. Thus, within these parameters, we explore the results of different numbers
for top retrieval answer n. As counted in Table 1, the smallest class (bridge) only owns 12
images. Thus, we set the n maximum as 10. As shown in Table 5, both ACG and MAP
metric results demonstrate no obvious fluctuation with the change in n (from n = 2 to
n = 10). There is only a 0.026 MAP performance drop, which shows the robustness of our
proposed method.

Table 5. The performance of different numbers of top n retrieval answers (using model trained with
λ = 0.1 and K = 32).

n ACG@n MAP@n

2 0.807 0.821
4 0.816 0.825
6 0.824 0.833
8 0.830 0.838
10 0.832 0.847

5.5. Top Retrieval Results

In Figure 4, we show the retrieval results of ten samples (one sample per class) ran-
domly selected from the query set. The images in the left blue box are the samples of
each class and the images in the left green box are the corresponding top 10 retrieval
answers. The images colored red are the wrong retrieval answers (we attach the actual
classes under the images). For the query image of landmark buildings (e.g., pavilion), the
retrieval answers are all correct. They are easy to be discriminated against due to their
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unique structures. However, we can also observe some confusing classes. Ancestral hall,
temple, and theatre are classes similar to each other in both appearance (pointed eaves) and
functionality (used for cultural events). Most of these three types of architectural heritage
are located in Chinese rural complexes, which mainly serve for cultural activities such as
rituals. Moreover, all of them are designed in architectural design with flying eaves, so it is
difficult to distinguish them by only access to the image taken from the exterior appearance.
Even humans cannot directly tell the difference between them. However, we think it is not
a drawback for the retrieval system. Sometimes users are not concerned about the actual
class of the uploaded query image. They just want to have more recommendations of
architecture that share similar vision characteristics. We further discuss the feature relations
among classes in Section 6.1.

Figure 4. The demonstration of retrieved image samples.

6. Discussion
6.1. Advantages of Data Fine-Tuning

One contribution of this paper is applying data fine-tuning for better training of a
local architecture heritage retrieval system. Thus, it is important to verify the impact of this
method. We demonstrate the advantages of data fine tuning by a quantitative evaluation to
show how fine-tuning can break thedata quantity restrictions of local data. We also make
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a feature space visualization in this section, which proves that the data fine-tuning can
enable better image feature extraction of the retrieval model.

Break Data Quantity Restriction: We first analyze the results from the quantitative
level. Here, we denote “sole” as the model only trained with the target set, “w/o” as the
model only trained with the source set, and “w/” as the model trained with the source
set and fine-tuned with the target set (the proposed strategy in this paper). As shown in
Table 6, all the experiments are implemented by the setting of λ = 0.1 and n = 10. We
can observe that the performance of sole is quite bad, which is consistent with the issue
that we discussed in the introduction part (it is difficult to train a deep model when the
quantity of data is small). In addition, there is also an obvious performance difference
between “w/o” and “w/”, which illustrates the diverse feature distribution between the
source set and target set. Using knowledge transfer can train a retrieval model for a better
recommendation of local architecture heritages.

Table 6. The performance of the model trained solo, w/o knowledge transfer, and w/
knowledge transfer.

K bits
ACG@10 MAP@10

sole w/o w/ sole w/o w/

16 0.498 0.765 0.802 0.512 0.772 0.816
32 0.541 0.800 0.834 0.554 0.812 0.847
48 0.539 0.771 0.825 0.550 0.788 0.838
64 0.533 0.710 0.780 0.545 0.735 0.795

Better Image Feature Extraction: Mapping images into two-dimensional space is a
commonly used way for human-understandable data visualization. In order to show
the image features extracted by the backbone model, we use UMAP [21] to realize the
downscaling for the output vector of the CNN backbone. Shown in Figure 5, we compare
the mapping results between “w/o” and “w/”. We can observe that for the visualization of
“w/o”, the dots of different classes are aggregated closely to each other, while “w/” provides
a more distinguished feature distribution. This proves the effects of data fine-tuning for
better feature extraction. We can also find the feature similarities of the confusing classes
mentioned in Section 5.5. They overlap with each other and the model has difficulty
precisely separating them apart. However, such close distribution gives the model a chance
to retrieve diverse results, which may satisfy the users’ demands.

w/o  Data Fine-tuning w/  Data Fine-tuning

Figure 5. The visualization of UMAP embedding for the feature distribution of images from the
target set. The image on the right is the result of the model using data fine-tuning and the image on
the left is the result of the model only trained by source data.

6.2. Retrieval with Geographical Coordinates

How to apply the proposed method to a real-world application is important. Here,
we provide one possible application of our method. In CAH10, all the images in the target
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set have their coordinates. Thus, we could build an online recommendation system that
could return retrieved images and locate them on the geography map. For example, in
Figure 6, we demonstrate the application of image-to-location. By analyzing one image
(e.g., tower) uploaded by the user, the retrieval system can show similar architectures and
mark them on the map. We believe this application can be easily transplanted into some
popular online-map services, which enable better recommendation of the local architectural
heritage to users.

Figure 6. Application of image-to-location (Jiangxi, China).

6.3. Limitations and Future Works

CAH10 currently contains 10 classic Chinese architectural heritages. It would be
interesting to include more classes to realize a large-scale dataset. Not only limited to
traditional Chinese architecture, our future goal is also to collect more types of architectural
heritages all over the world. By doing this, we can analyze the relationship between
architectural styles in different regions and different cultures and then formulate more
meaningful recommendations. Images can only stand as parts of architectural heritage,
and the full description of a heritage entity will be much more complex. To realize a
comprehensive recommendation system, we also plan to use text data (tourist comments)
together with images. It is a VQA (vision question and answer) task with better interactivity.

As we discussed in Section 5.5, recognition difficulty exists among some classes. In
our dataset, all the images are assigned with one certain class label; however, some images
may belong to multiple classes. For example, some residential buildings in rural China also
serve as ancestral halls. Such data characters will lead the current retrieval problem into a
multilabel task which may enhance the performance of the recommendation. However, a
lot of annotation contribution is required for a multilabel dataset. We will take it as our
future research.

The hierarchy data structure of architectural heritages is not discussed in this paper
(e.g., the class bridge has some subclasses). Based on the results of previous works [33], we
think this is important information to regulate feature extraction during training. We will
also complement our dataset with a hierarchy label and explore the impact of hierarchy in
future research.

7. Conclusions

In this paper, we designed a hashing-based image retrieval method for local architec-
tural heritage recommendations. Our work extends the DL research in the architectural
heritages area, which helps interested researchers follow and pursue related research. In
addition, our method aims at a real-world scene where only a few data values are available
for local architectural heritage. By utilizing the data fine-tuning strategy, even a small
quantity of data can realize the training of a high-performance model. Taking Jiangxi,
China, as a case study, a new dataset CAH10 was proposed to evaluate the reliability
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of the proposed methods. We also compared our method with several popular retrieval
methods and the results demonstrate our model’s superiority. Furthermore, we analyzed
the character of classic Chinese architectural heritages with the proposed dataset using
a UMAP dimensionality reduction. The experiment results show interesting relations
among classes which could be further related to the recommendation task. An advanced
retrieval model can be built based on this finding. Instead of image-level labeling, the
retrieval task can be regularized by some common concepts among different classes of
architectural heritage. Our research is meaningful for the promotion and protection of local
architectural heritages. We will continue our work by enlarging the dataset and introducing
more state-of-the-art technologies.
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