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Abstract

:

The main objective of this research was to examine the development of fire in a furnished room in a typical high-rise building. This work was part of research on the fire safety of building occupants. It included two controlled fires in which a standard sofa in a room was set on fire. Several thermocouple trees were arranged in the test room and the temperature was continuously recorded. Additionally, each fire test was videotaped for further analysis. Since an unexpected forepeak of the temperature course was observed, special attention was paid to explain this phenomenon. For this purpose, numerical models of fire development in a furnished room were built using the well-recognized software package, ANSYS Fluent and Fire Dynamic Simulator (FDS). The numerical research was focused on fire spread over a single piece of furniture, the sofa. The data recorded in real experiments were used to tune and validate the numerical models. The results of the Fluent numerical simulation were consistent with the recorded experimental data and proved that after the initial growth, there was a critical phase of fire development in which the fire might almost snuff or flare again. Meanwhile, the FDS results, despite being generally in accordance with the experiment, did not reproduce this critical phase of fire spreading.
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1. Introduction


The development of a fire in an enclosed space poses a huge risk to anyone within. Engineers are constantly working to improve the safety of people in buildings [1,2,3,4]. This relates to the development of nonflammable materials and the continuous improvement of fire ventilation and extinguishing systems. It also applies to the location of combustible materials in the vicinity of particularly tall buildings [5]. There is also ongoing research on the proper modeling of the fire development phenomenon to reliably reproduce air and smoke flows and structural fire resistance [6]. The fire risk index for buildings was also created to define the level of fire threat in buildings [7].



When considering a fire developing in a compartment, it should be remembered that its course is determined by the availability of air and fuel. One commonly uses the terms that the fire is controlled by fuel supply (fuel limited) or air supply (oxygen limited) [8]. In the literature, the terms Regime I and Regime II, respectively [9], can also be found. Regime I is characterized by the vents being small enough that they allow for the compartment to fill with smoke. The air supply is limited. In Regime II, the vents are sufficiently large, so that the smoke evacuates the enclosure and the air flows inside. Complex heat and mass transfer processes dominate over Regime II [10]. This makes the description of Regime II complicated, and it is difficult to define the direct link between ventilation, temperature and burning rate, as it can be done for Regime I.



Numerical analyses are increasingly used in all these activities, but some difficulties arise when connecting these analyses with tests and trials under real fire conditions. However, numerical analyses seem to be a good tool for testing various types of fire engineering solutions. However, it should be noted that the numerical models created during such analyses must be validated using real fires.



Research involving the mapping of fire development using fire zone model [11] computational fluid dynamics (CFD) programs has been carried out for many years [10,12,13]. The Fire Dynamics Simulator (FDS) is often used in these analyses. Analysis of the research conducted so far shows that modeling fire development in rooms faces many problems. The large number of parameters determining the course of such a fire makes it difficult to represent a fire numerically.



Modeling the temperature distribution in a room where a fire develops is difficult. Stern-Gottfried points out that the temperature distribution in a room is not uniform. Locally, the maximum temperature can be 75% higher than the average temperature for a given room [14]. The Dalmarnock Fire Test One was used for their analyses. The same studies were also used to validate the numerical model developed in the Fire Dynamics Simulator (FDS). Extensive measurements allowed for an analysis of the measured results against the results of numerical analyses. As part of the study, the authors noted the difficulty of modeling near the fire and the relatively good agreement of the results away from the fire [15].



Research on fires developing in confined spaces also concerns the impact of fire on the building structure. Gupta studied the thermal characteristics of fire spread in a fully developed fire, a growing fire, and a traveling fire. This was possible because, unlike the previous research, Gupta conducted his research in a very large open plan compartment. According to their research, each fire spread mode induced significant and characteristic spatial heat distributions [16].



Research on the development of fires in confined spaces often includes studies on the development of flames outside openings on the façade of a building. These studies are important to understand the causes and course of a fire that develops along the façade of the building [17,18,19]. The windows on the façade of a building can cause the flames to spread outside the room onto the façade [20,21]. However, windows can also affect the course of a fire inside the room. This is related to the intense air inflow into the room forced by a fire plume. The effect of incoming air into a building due to wind is particularly evident in the case of a tall building fire [22], but it can also be used to create good conditions on the refuge floor [23]. Airflow can disturb the natural stratification in the room and cause hot smoke to mix with cold air. This can result in the disappearance of the hot and cooler layers [24]. This research not only concerns windows on the building façade, it also includes investigations of doors fitted with an air curtain. Research has been conducted on how the effect of an air curtain jet influences the temperature in the upper layer of a compartment fire [25].



Experimental investigations and numerical simulations of small room fires have already been performed in the literature [26]. Chen performed the measurements in a room built in a laboratory, which allowed them to monitor multiple parameters during the development of a fire. However, the conditions of the experiment were significantly different from those of a real fire. The measurements were compared with the results of numerical analyses in which the Fire Dynamic Simulator was used. The results were highly comparable. Material properties and oxygen limit settings in the FDS software were tested to explore their influence on the tendency of heat release rate. A.H. Majdalani carried out similar research on the development of fires. He built a room model in the laboratory and examined the principal characteristics of two unique behaviors of a fully developed compartment fire. Experimentation and computational modeling were used to explore, compare and contrast the characteristics of these two behaviors [27].



Research has also been conducted on the development of fires in real buildings. The experiment was carried out in a warehouse building, where a fire was planned on a shelf on a rack. The ignition, fire spread and combustion characteristics were studied. At the same time, CFD analyses were performed with the use of FDS. The results demonstrated a high degree of agreement between the experimental results and the CFD data. However, attention was drawn to the limited possibilities of modeling using FDS [28].



Similarly, Bystrom described interesting studies. They performed a fire experiment in a concrete building at a low ambient temperature. Research has shown that a compartment can be divided into two layers during a fire. However, the temperature in the upper layer is not uniform. The differences in temperature values were related to the distance from the fire source. A series of numerical analyses using FDS were also performed, and the outside temperature was assumed. The study demonstrated that the power of a fire would be greater at a higher outside temperature [29].



Mackay described compartment fire behavior training combined with numerical analyses using FDS. The main objective of the research was the training of firefighters. The results of these studies were also used to validate the numerical model [30]. In addition to the FDS program, the CFX program was used in the numerical analyses of the development of compartment fires. Hasib used the results of an experimental fire generated in an enclosure during the growth period to validate the predictions of CFX [31]. Fire studies conducted in the compartment are sometimes limited to the analysis of flame spread over solid fuels. He led the research, the main goal of which was to compare the surface and internal heat transfers to understand the mechanism underlying the degree of fuel packing [32,33]. Another study looked at the heat and mass transport process that defines the dynamics of combustion and flame spread in the case of wood crib fires in large rooms [34].



In the present study, fire tests were carried out in a room, which was enclosed in panels with high fire resistance. Six thermocouple trees were placed inside the room to measure the temperature during the tests. Additionally, the fire tests were recorded on video. The work is based mainly on the temperature distributions recorded in two fire tests which differed in the moment when the firefighting operation began. When analyzing the time dependence of the temperature, an unexpected course of the fire development was revealed: a clear forepeak was observed for almost all temperature curves. Therefore, numerical models were built to investigate this phenomenon. The well-recognized general purpose software packages Ansys Fluent and FDS were used. This former choice was justified by the possibility of a detailed investigation of model interdependencies at a very basic level [35]; the latter one is commonly used in fire engineering. In addition, the use of two software packages made it possible to compare the results achieved by them and their capabilities. The problems encountered when performing numerical analyses are presented in the manuscript, along with solutions that can help other researchers with numerical modeling of fire development in a room.




2. Materials and Methods


The main aim of the research was to test different configurations of a staircase smoke removal system, which is a crucial aspect of safe evacuation in high-rise buildings. The system consisted of an air supply fan with adjustable capacity and roof discharging vents, among others. In addition to these analyses, the test room was equipped with measurement devices, which allowed for the detailed analyses of compartment fire development. The experiments required the permanent presence of a fire brigade to ensure the appropriate safety level for the staff and material assets.



The test room was prepared on the 5th floor of a 9-story abandoned office building (Figure 1). The room was connected to the staircase through a short corridor with a remotely controlled door.



2.1. Experimental Setup


The test room was 5.7 × 5.8 × 2.5 m and had four windows. The rightmost window was built up with a cover from the inside. The three other glassed windows were tight. There was a door on the opposite side of the room from the windows. During both tests, the door connecting the test room to the corridor was open. Room partitions were covered with fireproof boards. The fireproof boards were made of silicate cement with a thickness of 50 mm and the following parameters: density 450 kg/m3, specific heat 950 J/kg∙K and thermal conductivity 0.083 W/m∙K. There was a sofa and a table in the room. The furniture was the same in each test.



Six thermocouple trees were distributed throughout the test room, as shown in the figure (Figure 2). There were three to eight thermocouples in the individual trees. K-type thermocouples with beads of 3 mm diameter were used. The sheath was made of heat resistant steel and was insulated inside with magnesium oxide. The measurement accuracy for the thermocouples was ±2.2 °C or 0.75% in the range of 0–1200 °C. The NI-9213 Temperature Input Modules recorded temperature measurements [36]. Signal Express National Instruments software was used for data acquisition. The positions of the thermocouples in individual trees are shown in Table 1.



The ignition source no. 4 from BS 5852:2006 was used to start the fires [37]. This standard ignition source is described in detail by Gupta [34]. The parameters of the ignition source are as follows: bar length 40 mm, bar width 6.5 mm, number of bars 10, bar weight 8.5 g, number of bar layers in two directions 5, and sterile gauze dimensions 40 × 40 mm. 1.4 mL of isopropyl alcohol was applied to the sterile gauze before starting the test. The igniter was placed in the middle of the sofa, as shown in Figure 3.




2.2. Experiment Results


Two full-scale fires were performed in the test room. The meteorological conditions during both fire tests are presented in Table 2.



The beginning of the fire was similar in both tests. The temperature inside the room was 17 °C, and the ignition source successfully initiated the fire development. First, the sofa backrest lit up. Then the flame grew larger and larger forming a conical burning region at the backrest. Next, the room was gradually filled with smoke and hot combustion gases and the fire still developed until it covered the entire sofa. This can be seen in a series of images presented in Figure 4.



During the first test, as shown in Table 2, the outside temperature was significantly higher, but should not have impacted on the conditions inside the room significantly. However, it was observed (Figure 5 and Figure 6) that the temperature above the sofa started to rise almost three minutes earlier than in the second test fire. This was probably caused by different storage conditions of the sofa prior to the experiment, such as packaging methods and room humidity. The first phase of the fire, which did not change the temperature above the sofa, lasted about seven minutes. Then, the temperature started to increase and, in the tenth minute, the temperature above the back of the sofa (at 1.6 m) reached 600 °C. Then, it dropped and started to rise again, reaching 800 °C. At that moment, the decision was made to start the firefighting operation. The entire set of temperature distributions is presented in Figure 5.



In the temperature distribution charts for individual thermocouple trees, it is clear that the highest temperature was achieved on the second and third trees. This suggests that smoke and hot air accumulated above the sofa and in the corner of the room by the window. Cold air flowing through the open door probably caused the temperatures on the first thermocouple tree to be lower. The temperatures further down the room, at some distance from the source of the fire, were also lower. In the case of the fifth and sixth trees, the temperature did not reach 600 °C. The course of temperature variation was the same in all trees. The graphs appear to show the stratification of air in the room, which manifested in lower temperatures at low heights, and high temperatures were almost the same at the higher points. This is especially visible for thermocouple trees away from the sofa (trees 5 and 6).



After the first test, the room was cleaned and returned to its original state. This included replacing windows because they may have been weakened due to the heat. During the second fire test, the first phase of the fire lasted almost ten minutes. Then, the flames spread rapidly in two minutes. Above the back of the sofa (at 1.6 m), the temperature increased to 700 °C. Next, the temperature dropped and then started to rise again. So, the odd course of fire spread was observed again; there were moments when the fire dimmed slightly. Eventually, the temperature reached over 1100 °C in the twentieth minute. Such a high temperature caused the windows to fall out, resulting in a rapid temperature drop. The diagrams of the temperature distribution during the second fire test for all thermocouple trees are shown in Figure 6. Five minutes after the windows had fallen out, the firefighting operation began, as shown in Figure 7. As can be seen, the room reached flashover and the flames were ejected from the window openings. This was confirmed during the room inspection, after the fire was completely extinguished—all equipment items were completely burnt.



When examining the temperature data, it is clear that until the maximum temperature is reached, the shapes of the curves are similar to those of the first fire. After the initial period of growth, there is a decrease and then an increase to the maximum values. Once the maximum temperature is reached for all measuring points, the temperature drops. However, in the second fire test, it is not caused by the intentional extinguishing action, but by the windows’ disintegration and the cold air inflow. As a result, the temperature did not drop in the same way as in the first fire. Instead, the temperature dropped slowly after the windows fell out, and the test room cooled down freely until the extinguishing action began.



As was mentioned earlier, the fire developed slower in the second fire test; this is also visible when comparing the time between the first increase of temperature to the forepeak. This was analyzed for the thermocouple tree no. 2: the temperature at the forepeak is almost the same in both tests (650–700 °C), but the time was 115 s in the first test and 140 s in the second one. Similarly, the time between the forepeak and the moment when 800 °C was reached is shorter in the first test (170 s vs. 281 s). These differences occurred despite the same experimental setup in both tests.



In both fire tests, a significant nonuniformity of the temperature distribution was observed, which could be expected because only the growth phase was examined. Two groups of thermocouple trees are notable: the first group contains trees located just close to the fire source (1 and 2) and the tree in the near corner (3), where the hot gases accumulated. The second group consists of distant trees (4 and 6) and the tree in the middle of the room (5), where the free spread of hot gases occurred. It was particularly visible in the fire growth phase: the measured temperature was almost independent of the height for the first group. Meanwhile, the temperature recorded by the second group indicated a clear stratification. This stratification almost ceased for the developed fire, excluding tree 6. Although, even for the developed fire, the maximum recorded temperature was distributed very unevenly.




2.3. Numerical Model


The numerical model was built using ANSYS Workbench and solved using ANSYS Fluent. Embedding the combustible material burning model in the ANSYS Fluent environment opens the possibility of a detailed numerical study of the heat flow and combustion products with high reliability, which is characteristic of this tool [38]. It allows for the selection of different turbulence models, which results in accurate flow reproduction. Due to the available combustion models, it is possible to model fire development under different air supply conditions [39].



Room dimensions and material properties were kept the same as the actual ones. The walls, floor and ceiling were modeled as concrete with real thickness. The ANSYS Fluent shell conduction feature was applied, and an ambient temperature of 10 °C was assumed at the outer surfaces (as it actually was for the second real fire). The windows were modeled similarly, where the actual thermal properties of the glass panes were applied. Items in the room were reproduced as well. Since during real fire tests the door was open, it was modeled as a ‘pressure outlet’ boundary condition.



Conditions inside the room changed significantly as the fire was developing. In the beginning, the amounts of carbon dioxide and water vapor were negligible, so the optical density of the gases was low. Then, as the fire was growing upwards, significant amounts of those combustion products appeared, which resulted in a high optical density, especially in the upper part of the room. Hence, the radiative heat exchange should be modeled considering all details. That is why the discrete ordinate (DO) model of radiation was used. It solves the full general equation ruling the radiative transport for an absorbing, emitting and scattering medium for each finite volume cell [40]. The DO model is able to cope with a wide spectrum of optical densities, includes soot effects on radiation and is the most accurate model available. These advantages are paid for by significantly higher demands of computational resources. Additionally, the thermal radiation in the fire simulations was regarded as grey [41]. This is because soot acts as the main source and sink of thermal radiation, and its properties are not particularly sensitive to wavelength.



The k-ω SST turbulence model, commonly regarded as reliable, was used for flows modeling. The time step duration was set as adaptive, and it varied between 0.01 s to 0.1 s.



Since the simulations covered just a few minutes of fire development, it was assumed that only the sofa and the table were composed of burning materials. The rest of the room equipment did not start to burn in such a short period. The model of both pieces arranged in the room is shown in Figure 8.



2.3.1. Modeling the Fire Spreading over a Furniture Item


Since a compartment fire is considered, one must not assume in advance that the fire is just fuel controlled. Thus, the fire was modeled using a non-premixed combustion model, which assumes that the final and intermediate combustion products and released energy depend only on the local composition of the gas mixture and temperature [42,43]. The gas mixture is in an equilibrium state or very close to it, and the model can be effectively described by the phrase “what is mixed is burned”. So, there is a basic assumption for this approach that chemical combustion reactions are immediate compared to the flows. This simplifies the model and allows a quantity called mean mixture fraction to be kept for all elements. This quantity expresses the mass fraction of considered elements that come from fuel. If a flow is turbulent, diffusion coefficients for all compounds are equal, then the values of mixture fractions are the same for each element and can be replaced by a single value. Therefore, it is enough to solve only one additional equation describing the transport of mean mixture fraction.



To speed up the calculation, preliminary calculations are performed, and a probability density function (PDF) table is created. It is a look-up table containing the details of combustion chemistry for assumed fuel and oxidant composition [44].



As the oxygen abundance directly impacts on the combustion process and this approach takes into account the combustion chemistry, it is suitable for fires controlled by ventilation and by fuel as well. So, this combustion model can model fires under different ventilation regimes and is particularly useful to simulate compartment fires.




2.3.2. Single-Cell Level Fire Model


The combustion process of each piece of equipment was modeled using a set of user defined functions (UDF). This is an ANSYS Fluent feature, which allows for freely expanding the software’s capabilities. A UDF is a procedure written in C, which is linked to a numerical model.



Burning pieces of the room equipment were modeled as fluid, porous zones. Their properties were set to imitate the actual materials accurately. Porosity (Xp) expresses the fraction of a material volume filled by a fluid (air). It is used to compute the effective thermal conductivity as the volume average of the thermal conductivities of fluids and solids, which constitute the porous material (λeff, λf and λs denote effective thermal conductivity, the fluid thermal conductivity and the solid thermal conductivity, respectively):


   λ  e f f   =  X p   λ f  +  (  1 −  X p   )   λ s   



(1)







For flows in porous media, the pressure drop (∇p) is commonly proportional to the flow velocity (  u →  ). This dependence is described by Darcy’s law (where μ denotes dynamic viscosity):


  ∇ p = μ    D v    =   ·  u →   



(2)







     D v    =     is the matrix of viscous resistances, which may be different in different directions. Hence, the flow nature depends on the fluid properties and structure of the porous material. In the considered case, all materials are assumed to be isotropic, so the equation governing the flow simplifies and contains only a single scalar value of viscous resistance (Rv, m−2):


  ∇ p = μ    R v  ·  u →   



(3)







Since the mass burns out, the porous properties of combustible materials were also controlled by the dedicated UDFs. The values of the viscous resistance (Rv(t)) and the porosity (Xp(t)) changes as the material burns. It was assumed that these values changed linearly with the mass loss (m(t)/m0). Viscous resistance dropped from an initial value specific to the material (Rv0) to zero, which corresponds to the complete burnout:


   R v   ( t )  =   m  ( t )     m 0     R  v 0    



(4)







Porosity increased from an initial value specific to the material (Xp0) to unity:


   X p   ( t )  = 1 +  (   X  p 0   − 1  )    m  ( t )     m 0     



(5)







In a similar way, the radiation absorption coefficient for volumes of combustible items was treated. This value for polyurethane foam (αfoam) was adopted according to data published by Glicksman et al. [45]. The radiation absorption coefficient for a gases mixture (αmixt) was automatically calculated by Fluent software based on the mixture compound and, finally, the effective value the radiation absorption coefficient was expressed as a weighted mean:


  α  ( t )  =   m  ( t )     m 0     α  f o a m   +  (  1 −   m  ( t )     m 0     )   α  m i x t    



(6)







A set of variables called user defined memory (UDM) was assigned for each computational cell. These variables stored the initial amount of fuel, the current amount of fuel and a clock storing the moment of the previous iteration.



In the presented approach, the pyrolysis process was modeled as an emission of gaseous fuel at a rate dependent on the temperature. Since during the pyrolysis of polyurethane foam, methane and light olefins prevail among the products [46], two fuels were examined: methane and acetylene. The preliminary tests showed negligible differences, so eventually, acetylene was selected because it mimics the pyrolysis products composition in a better way. The initial amount of fuel was adjusted to obtain the actual heat of combustion of the given material.



Pyrolysis was modeled as a simple, single-step reaction. Hence, theoretically, the rate of the combustible material mass (m) loss, which is equal to the amount of emitted gaseous fuel, can be expressed as a function of temperature (T), as follows (c0 denotes a pre-exponential factor, Ea denotes the activation energy per molecule and kB is the thermodynamic Boltzmann constant):


    d m   d t   = − m  c 0  exp  (  −    E a     k B  T    )   



(7)







The values of parameters c0 and Ea are not commonly known for most materials. Moreover, real materials are usually not homogeneous, so a number of pyrolysis processes occur when a material is heated. Hence, even apparently similar materials may differ significantly in pyrolysis details. A simplified approach was introduced here by assuming a homogeneous pyrolysis and the parameters were fit using the literature data on the pyrolysis of polyurethane foam and wood. This issue is discussed later in the paper. Despite the simplification, this approach was difficult to implement because it required applying a very short time step, otherwise the numerical instability appeared.



Therefore, a further simplified relationship was adopted to speed up the simulation. Considering that pyrolysis occurs in a relatively narrow temperature range, Formula (7) was expanded in a power series, and only the first order terms were considered. It was assumed that pyrolysis began at a specified temperature (Tp0), then its rate linearly increased with the temperature:


    d m   d t   =  {      0     T ≤  T  p 0         − m  c 1   (  T −  T  p 0    )      T >  T  p 0          



(8)







Finally, Formula (8) was used to determine the amount of released gaseous fuel. The values of Tp0 and c1 were fit as previously. The preliminary simulations showed there was almost no difference between both approach’s results, but the calculation involving the latter formula was completed much faster.



Hereby, the simulation of fire spreading over a combustible item appeared largely independent on the detailed assumptions of the pyrolysis process. This can be briefly explained by analyzing a single cell of the computational domain constituting the combustible item. It is heated in different ways (radiation, convection and conduction) and then, over a given temperature threshold, the pyrolysis starts. In a short time, the cell temperature reaches a high value and all its mass is converted into the gaseous fuel. Hence, in a larger time scale, it is not the accurate rate of pyrolysis that is important but its integral over time.



Since pyrolysis itself is an endothermic reaction, the energy needed for material decomposition must be supplied to sustain the reaction. This energy is called heat of reaction and is a program parameter adopted in accordance with the literature data [47]. This amount of energy is taken into account in the total energy balance.



For volumes that corresponded to combustible pieces of the room equipment, the ‘source terms’ option was enabled. This allowed for the implementation of Formulas (7) and (8) via UDFs as fuel and mass sources. Since the process of pyrolysis is an endoenergetic one, it needs a specified amount of energy per mass unit of the processed material to be absorbed. When the non-premixed combustion model is used, a fuel stream enters the domain at a given temperature. Hence, it was necessary to add the specified amount of energy to mimic the fuel release at the actual temperature. Both issues were incorporated into the model via another UDF, which established an energy source of a relevant intensity.



The soot yield was adopted as 0.15, which is in accordance with experimental data [48]; however, some sources reported a slightly higher value [49,50].



The ignition was modeled by setting a high temperature (900 K) for a small volume of the sofa seat just next to the backrest.




2.3.3. Tuning the Model Parameters


The model assumptions were validated by relating them to the results of TGA experiments (thermogravimetric analysis) using a polyurethane foam sample. The sample in the form of a thin slice (0.03 m diameter, 0.001 m height) was put at the bottom of a vessel filled with a neutral gas (nitrogen). The bottom of the vessel was heated with a constant temperature rise rate of 10 °C/60 s. Since the Biot number of the sample was equal to Bi = 0.75, which is less than unity, the sample could be regarded as lumped. Hence, the temperature was uniform within the whole sample volume, and the pyrolysis process occurred homogeneously.



Eventually, for Formula (7), the values of activation energy Ea = 2.15 × 10−19 J and pre-exponential factor c0 = 5 × 109 1/s were found, which are typical values for polyurethane pyrolysis [51]. Meanwhile, for Formula (8), the parameters Tp0 and c1 were fit to 240 °C and 1.029 × 10−5 1/s∙K, respectively.



The foam density was 40 kg/m3. The initial value of the porosity was set to 0.94 and the viscous resistance to 2,200,000 m−2, which are typical for standard polyurethane foam [52]. The results were compared with different experimental literature data on polyurethane foam pyrolysis. Since there are many kinds of such foam, the available data differ to some degree, but generally, they can be regarded as consistent, as seen in Figure 9.




2.3.4. Modeling of Temperature Measurement


Since the data obtained by carried out simulations had to be compared with the experimental results, the process of temperature measurement by thermocouple beads was also modeled. This issue is very important because the difference between the real temperature of gases and the temperature indicated by a thermocouple in a non-equilibrium state may be significant. The problem was solved by placing virtual thermocouples of different bead diameters in every cell of the computational domain. This required additional UDM slots and UDF plug-ins but allowed for accurate temperature recording [56]. Several temperature measurement points were included to model the thermocouple trees. Although virtual thermocouples were placed in every cell of the computational domain, the data were recorded every 5 s only for the actual thermocouple positions.




2.3.5. Mesh Sensitivity Analysis


Since the obtained results may depend on the applied numerical mesh, two different meshes were assessed. Both applied meshes were created according to the work presented by Węgrzyński et al. [48]. Since the fire plume impinges and starts to spread horizontally when in the above area, just beneath the ceiling, both meshes included inflation layers there. This helped to keep the accuracy of the flow image in this region. The burning pieces (the sofa and the table) were modeled using regular mesh, which contained only hexahedral cells. This allowed for a dense fragmentation with a relatively low number of mesh elements. The mixed mesh, containing mostly hexahedrons, was used for the whole room space, since such an approach allows for smooth transitions among elements of different sizes. The parameters of the applied meshes are shown in Table 3.



For comparison purposes, the temperature distributions close by and just above the sofa (trees 1 and 2) for both meshes are shown in Figure 10. The curves are quite similar despite some fluctuations, indicating that the model can be regarded as mesh independent.





2.4. FDS Model


The proposed approach was confronted with the well-recognized FDS software. Using this software, a model of the same furnished room was built. The model accurately reproduced the experimental setup. By default, FDS uses the large eddy simulation (LES) model for turbulence modeling. The combustion process is modeled similarly to the non-premixed model mentioned above [57]. It is an option in FDS to simulate material burnout by adopting a single-step pyrolysis (SSP) model in a way similar to that presented earlier. The other possibility is to use the ignition temperature-based pyrolysis (ITP) approach, in which the ignition temperature is set, then the value of the heat release rate per unit area (HRRPUA) is applied to calculate the burnout progress [58]. However, in both cases, there is a need to carefully adjust the control parameters by the trial and error method. The data published by Park and Kwark were very helpful here [59]. For the SSP approach, the parameters were tuned with an option of fitting the TGA curve (similarly as in the Fluent model). The parameters adopted for both material burnout approaches are listed in Table 4.



The computational domain of the model consisted of a number of meshes, which allowed for applying a dense mesh (cell edge of 0.05 m) to model the combustible items and their vicinity, and a coarse mesh (cell edge of 0.1 m) for the other parts of the compartment. These values were in accordance with the NIST recommendation.



The quality of flow modeling for buoyant plumes depends on a non-dimensional term D*/δx, where δx denotes the cell size and D* is the characteristic fire diameter. The latter value is given as follows (ρꝏ, cp and Tꝏ are, respectively, density, specific heat and temperature of ambient air) [57]:


   D *  =    (    Q ˙    ρ ∞   c p   T ∞   g     )     2 5     



(9)







During the addressed simulation, the heat release rate (  Q ˙  ) varied, but assuming the maximum reasonable value of 1.2 MW [46], D* was estimated to be approximately 1 m. There are no explicit tips on how to establish the ratio D*/δx in advance, but in this work this value was 10 and 20 (depending on the mesh), which was consistent with the examples provided by NIST [57]. Hence, no additional mesh sensitivity analysis is discussed.





3. Results—Model Validation and Discussion


Since the first fire test was aborted before the fire could reach its maximum intensity, data from the second fire were used to validate the numerical model. The comparison of real and modeled temperature distributions is shown in Figure 11. In this experiment, the windows broke at 1193 s of fire development, and due to a rapid cold air inflow, the temperature dropped. The numerical simulation did not take this event into account. Hence, both curves diverge at this point from each other. In such a situation, only the growth phase of the fire development should be considered when validating the model.



At first glance, one can see that the temperature distributions differ in some degree. It concerns mainly FDS results: the predicted temperatures are generally lower, but the stratification is clearer. The first local temperature maximum is not visible here in contrast to the real data and the Fluent results. Since this is the merit of the work, further analysis is focused on Fluent outcomes. Although the experimental and calculated-via-Fluent curves do not overlap exactly, their courses are very similar, and the maximum temperature values are almost the same. The differences are visible for both the temperature values (up to about 100–200 °C) and the pace the fire was developing (a shift of the forepeak up to 100 s).



The ignition process was going in a slightly different way: in the numerical model, the whole volume of the ignition source was patched to a temperature of 500 °C instead of a slow development, as in the reality. This was to speed up the calculation, but it influenced somewhat the temperature distribution in the first moments. Therefore, in the very initial stage, when only the kindling was burning (before 600 s), the calculated temperature became higher above the sofa (especially for tree no. 2).



The best match can be observed for tree no. 2, which may confirm the accuracy of the material combustion model. The moments of forepeak and the maximum temperature occurrence were in good agreement, although the calculated temperature is overestimated (sometimes up to almost 200 °C).



When analyzing data for trees no. 3 and 4, one can see that the temperature stratification observed in the experimental data is not as clear in the numerical results—the calculated curves corresponding to different heights are close to each other. In addition, for those thermocouple trees, the divergency of the calculated temperature was the highest—the pace of the temperature growth was reproduced accurately, but its values were still higher than measured (the gap sometimes exceeded even 200 °C). The same applies to other thermocouple trees placed at greater distances from the fire source, which are not shown here. This may indicate that the flows throughout the room were not reproduced in a desired level of precision.



However, considering the simplicity of the model, it can be regarded as reliable. It is important to consider that real fires can be fickle phenomena. The experiments ran in somewhat unrepeatable ways despite controlled conditions, which were kept the same as much as possible. For this reason, the principle of ‘consistent crudeness’ should be taken into account in fire engineering [60]. It assumes that in light of input data uncertainty and the general unpredictability of a fire, one does not need to try to achieve a very high accordance of a theoretical or a numerical model with a particular set of experimental data.



There is a clear forepeak visible in the majority of the temperature vs. time curves. It appears in both the experimental and numerical results, especially for thermocouples placed just above the burning sofa. The possible explanation is as follows:




	
At the beginning of the process, the backrest foam needs more heat to ignite, and the only burning part is the kindling. Due to the low volume of the burning material, no significant temperature rise was observed.



	
At the first stage of the fire development, the burning area slowly expands upwards and slightly on both sides, forming a u-shaped region of combustion that covers the subsequent parts of the sofa backrest, mainly due to the convectional transport of hot gases along the surface of the backrest and partially inside it because of its low porous resistance. This phase lasts to the moment where this region reaches the top of the backrest. At this phase, the volume of hot gases started to increase significantly, and a steep temperature rise was observed.



	
When the burning area reaches the top of the backrest, the fire development clearly slows down because its spread is hindered. This happens mainly horizontally by conductive heat transfer to adjacent parts of the backrest. This way of heat transfer is significantly less efficient due to the low thermal conductivity of the polyurethane foam.



	
Since the fire stops spreading quickly, the temperature above the fire source may even drop because the hot gases continue to spread along the ceiling. However, the combustion of the u-shaped area of the backrest continues and generates hot gases. Therefore, the layer of hot gases beneath the ceiling is gradually lowering.



	
When this layer reaches the top of the backrest, it causes the ignition of the upper part of the backrest, and the fire development is accelerated. A large part of the backrest is ignited, huge amounts of hot gases are generated and the hot layer lowers quickly, resulting in the fire quickly covering the sofa. The temperature rises significantly in this period.



	
In this phase, the layer of hot gases reaches far towards the room floor, and the fire may spread to other furniture items. The fire will develop to complete burnout if there is a sufficient fresh air supply or become under-ventilated in a smaller compartment.








These phases of the sofa fire development are shown in Figure 12, which presents the burning areas, and are marked in Figure 13, where a diagram of temperature distribution just above the sofa is shown (the grey dotted line marks the expected temperature rise if the windows had not fallen out). The last image in Figure 4 (timestamp 573 s) corresponds to a time moment between phases D and E; later, the large amounts of soot made the movie completely unreadable.



Figure 14 presents a snapshot taken at phase C during the first fire test. This corresponds to the frame at 493 s in Figure 4. It was almost the last moment a clear photo could be taken because, in a dozen seconds, wisps of smoke began to appear from the lowering smoke layer.



The temperature distributions in the compartment at the sofa symmetry plain at these moments are shown in Figure 15. The lowering layer of hot gases is clearly visible there (C–E); the same applies to the moment when this layer reached the sofa and the fire development started to accelerate €.



Figure 16 shows the burnout of the sofa material at the same time moments (the sofa is cut by a symmetry plane, the volume corresponding to the ignition source is also shown). The observations are in line with the earlier ones. At phases B, C and D, the conical burning region was developing, but due to the low heat conductance of polyurethane foam, its horizontal spread was slow. In phases C and D, the fire was kept alive mainly due to the burnout of the material in this region rather than its spreading.



The phase marked as C is critical for fire development. This applied to both real and numerical experiments. Some real fire experiments ceased to develop at this stage. This was presumably due to slight differences in experimental conditions. It might concern the properties of polyurethane foam, which resulted from different storage conditions, despite all used sofas being exactly of the same type.



As was mentioned earlier, there was no forepeak visible in the FDS results, so the FDS simulation did not reproduce the process of fire development in such a faithful manner. However, it generally revealed a similar way of spreading the fire. As an example, the burnout progress corresponding to phase E is shown in Figure 17.



A necessary condition for the numerical model to achieve conformity with the experimental data was to adjust the parameters controlling the intensity of pyrolysis and the density of flammable material. A threshold condition was revealed here: if the pyrolysis intensity was high enough, the fire spread quite quickly over the entire item in all directions. Otherwise, the u-shaped burning region at the backrest was formed and then it spread slowly. The burning area surrounding the ignition source barely spread horizontally. Meanwhile, the height of hot layer gases in the compartment was lowering continuously and if the fuel amount was large enough to sustain the fire, it reached the sofa and caused the violent fire revival and expansion.




4. Conclusions


First, this work presents full-scale fire experiments on fire development in a furnished room in a high-rise building. Such experiments are rare due to high costs and the many organizational obstacles. Then, the second stage of the work involved numerical simulations, allowing investigators to deepen their knowledge of the processes involved during fire development in furnished spaces and explore more than the actual experimental configurations. Two software packages were used, FDS and ANSYS Fluent. The results of both numerical models were generally consistent with the real process of fire spreading. However, those of Fluent reproduced the fire development phases in a more accurate way. In particular, since the Fluent model had to be built from scratch it allowed for accurate examining of the process of fire spreading.



Despite its relative simplicity, the proposed numerical model was able to mimic the development of the real fire. This gives hope for reaping the benefits of ANSYS Fluent capabilities in more sophisticated configurations of numerical models. However, as some clear divergences between measured and calculated temperature fields were observed, the basic model of fire spread over a single furniture item should be improved in the future. The maximum calculated temperature appeared to be overestimated, and the temperature increase rate was also higher than the real one. However, eventually, the simulated fires did not differ from the real ones to a higher degree than the real fires differed from each other. This means that there are some unknown and variable factors that can influence the course of fire development. Even though the real experiment was prepared with care to details, and thus so was the numerical model, these factors evidently were beyond researchers’ control and knowledge. Anyway, despite their influence being noted, it did not alter the observed phenomena to a significant degree.



The numerical research revealed a threshold condition for fire spreading over an upholstered item. If a combustible material is less susceptible to pyrolysis, the fire spreads rather slowly and only lowering the layer of hot gases may cause the violent fire development.



Both real and numerical experiments showed non-uniform temperature distribution in the test room. This was especially visible in the fire growth phase when clear temperature stratification was observed. However, while the stratification almost ceased, the experiments did not enter the stage where the spatial temperature distribution would be more even. This could be regarded as an indicator to apply more measurement points in the future to record the results of such experiments more accurately.
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Figure 1. View of the building with the test room marked (on the west façade). 
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Figure 2. The test room (distances given in mm). 
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Figure 3. The location of the ignition source on the sofa at the beginning of a fire. 
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Figure 4. Subsequent stages of fire development (the first test). Time in seconds from the moment of ignition. 
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Figure 5. Temperatures during the first test. Dashed lines mark the beginning of the firefighting operations (790 s). 
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Figure 6. Temperatures during the second test. Dashed lines mark the beginning of the firefighting operations (1500 s), dotted lines mark the moment windows fell out (1193 s). 
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Figure 7. Windows breaking during the second test fire. 
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Figure 8. A Fluent model of the partially furnished compartment. 
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Figure 9. Comparison of modeled pyrolysis rate with experimental data [53,54,55]. 
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Figure 10. Numerical results for two mesh densities. 
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Figure 11. Comparison of the selected temperature distributions for real and modeled (Fluent and FDS—ITP approach) fire. 
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Figure 12. The subsequent phases of sofa fire development: temperature distribution on its surface (description in text). 
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Figure 13. The phases of sofa fire marked at the temperature curve (the second fire test, tree no. 2, height 2.4 m in Figure 6) (description in text). 
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Figure 14. An image of u-shaped burning region (about 493 s of the first fire test). 
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Figure 15. Temperature distributions at the sofa symmetry plain at selected moments (description in text). 
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Figure 16. Progress of the material burnout (0 corresponds to the complete burnout) (description in text). 
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Figure 17. Material burnout in FDS simulation corresponding to phase E. 
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Table 1. Summary of thermocouple trees.
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	Number of the Tree
	The Heights of the Thermocouples on the Trees [mm]

(Measured from the Floor)





	1
	1000, 1600, 1800, 2000, 2200, 2400



	2
	1600, 1800, 2000, 2200, 2400



	3
	400, 1000, 1400, 1800, 2000, 2200, 2400, 2600



	4
	1000, 1600, 1800, 2000, 2200, 2400



	5
	400, 1400, 1600, 1800, 2000, 2200, 2400



	6
	400, 2400, 2600
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Table 2. The meteorological conditions during both fire tests.
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	Fire Test 1
	Fire Test 2





	Air temperature 2 m above the ground, °C
	18
	10



	Air temperature 100 m above the ground (approx. 5 m above the roof of the building), °C
	16
	8



	Wind speed 10 m above ground (10 min average), m/s
	2.3
	3.8



	Wind speed 100 m above ground (10 min average), m/s
	3.7
	7.0



	Wind direction
	west
	west
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Table 3. Parameters of the applied meshes.






Table 3. Parameters of the applied meshes.





	
Mesh

	
No. of Elements

	
No. of Nodes

	
No. of Inflation Layers

	
Edge Length




	
Room

	
Burning Items






	
Normal

	
470,362

	
118,188

	
10

	
0.150

	
0.050




	
Coarse

	
319,898

	
81,418

	
8

	
0.200

	
0.075
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Table 4. Parameters of material burnout.






Table 4. Parameters of material burnout.





	
Parameter

	
Value






	
Heat of combustion, kJ/kg

	
2.54 × 104




	
Heat of reaction, kJ/kg

	
1.57 × 103




	
SSP

	
Reference temperature, °C

	
100.0




	
Heating rate, K/min

	
5.0




	
Pyrolysis range, °C

	
80.0




	
Mass Fraction Exponent (ns)

	
2.0




	
ITP

	
HRRPUA, kW/m2

	
600.0




	
Ignition temperature, °C

	
300.0




	
Time ramp

(relative intensity vs. time)

	
0 s

	
0.0




	
60 s

	
1.0




	
120 s

	
0.8




	
240 s

	
0.2
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