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Abstract: As is known, grain boundary (GB) energy determines the mobility of GBs and their
population in metals. In this work, we study the energy of GBs in the (100) crystallographic plane
and in the temperature range from 100 to 700 K. The study is carried out using both the molecular
dynamic (MD) method and machine learning approach to approximate the MD data in order to
obtain functional dependence in the form of a feed-forward neural network (FCNN). We consider the
tilt and twist grain boundaries in the range of misorientation angles from 0 to 90◦. Also, we calculate
the average and minimum energy over the ensemble of GB states, since there are many stable and
metastable structures with different energies even at a fixed grain misorientation. The minimum
energies decrease with increasing temperature, which is consistent with the results of other studies.
The scatter of GB energies in the temperature range from 100 to 700 K is obtained on the basis of MD
simulation data. The obtained energy spread is in reasonable agreement with the data from other
works on the values of GB energy in pure aluminum. The predictive ability of the trained FCNN
as well as its ability to interpolate between the energy and temperature points from MD data are
both demonstrated.

Keywords: grain boundaries; grain boundary energy; temperature dependence; machine learning;
artificial neural networks

1. Introduction

The study of grain boundaries (GBs) in metals and alloys is currently at the center of
attention of researchers, despite the fact that GBs have been actively studied in various
materials for several decades using experimental and numerical methods. This is due to the
fact that the distribution and structure of GBs have a significant influence on the mechanical
and strength properties of materials. GB mobility leads to the occurrence of recrystallisation
and grain growth processes and corresponding changes in the overall microstructure of
the material [1–3]. Grain boundaries can be sources of crystal structure defects such as
dislocations [4–7], and GBs are also able to interact with mobile dislocations from crystal
grains [8]. In addition, GBs can be initiators of cracks, the propagation of which leads to
the subsequent fracture of materials [9,10]. At the same time, GBs affect the strength and
mechanical properties of metals and alloys of various types, whether they are samples
with FCC [10] or BCC [11] lattices or more complex materials, namely high-entropy alloys,
where the lattice type may depend on the concentration of certain alloy elements [9]. The
GBs are generally determined through 5 degrees of freedom: Three are related to grain
misorientation, and two determine the boundary plane. In most cases, other physical
values are used to indicate and classify GBs. For example, the overwhelming number of
articles use the value Σ: The inverse density of coincidences of atoms at the boundary
plane. The boundaries with small values Σ and small excess energies are called “special”,
while the boundaries with other values of Σ are called “general”. Often, the study of GBs is
limited to only some cases when the boundary plane is fixed, and the misorientation is set
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by rotating or twisting the grains around some crystallographic plane, for example, (100),
(110), or (111). In this case, the concept of tilt and twist boundaries is introduced, and often
in such types of GBs, the concepts of low-angle (misorientation angle less than 15◦) and
high-angle (misorientation angle greater than or equal to 15◦) are used.

In turn, the GBs energy determines some important properties: Mobility of the GBs
both under annealing conditions [1,12] and under the action of high stress and temperature,
for example, in cutting processes [3]. The GB energy also determines the distribution of
grain boundaries and the population of different types of boundaries in polycrystals [13,14].
Early studies of GBs energy were based mainly on experimental data, analysis of grain
geometry [15,16], and numerical studies based on atomistic modelling techniques [16].
These works contain a rather small number of investigated boundaries due to the difficulty
of their measurement in the case of experiments and the insufficient computing resources
available at that time in the case of numerical studies. In the second case, the accuracy of
the interatomic potentials must also be taken into account. All this led to the fact that the
results obtained in these works give a good qualitative and some quantitative insight into
the GB energy distribution in symmetric tilt and twist grain boundaries. However, these
results needed to be refined by studying different types of GBs. The historical development
of numerical modelling methods, namely classical molecular dynamics (MD) and ab initio
methods, has led to the appearance of a large amount of data on the energy of different
GB types. Over time, some quantitative discrepancy between the experimental energies of
GBs and the obtained energies from atomistic simulations has been noted, as can be seen in
the example of symmetric tilt boundaries in copper [17]. In [18], the authors investigated
the distribution of GB population from the energy of boundaries in austenitic steel based
on experimental data and atomistic modelling results. The measured energies differed
in some cases, for example, for the coherent twin boundary Σ3, but the values of the GB
population indicate that the measurement of MD calculations are more correct. The authors
attribute this to the insufficient amount of experimental measurement variation that can be
obtained. One can trace the influence of the development of atomistic modelling methods
on the study of the energy of GBs in the following works, in which the authors developed
a technique for creating large datasets of GBs of different configurations [19], or studies
related to the measurement of the energy of a large number of special GBs with sufficient
accuracy for different metals: FCC metals [5,6,14,20–23] or BCC metals [18,23,24]. As noted
earlier, the use of the MD method allows for the creation of large datasets with GB energy
of different types and misorientations, which allowed the formulation of fully anisotropic
interpolation functions of GB energy by Bulatov, Reed, and Kumar (BRK function) for
FCC metals [25] and their extension for BCC metals using iron as an example by other
authors [24]. The growth of computing resources and the development of first-principles
methods have led to a number of works where GB energies are systematically investigated
by ab initio calculations. In these works, the authors study many different materials (FCC,
BCC and HPC lattice metals) and propose universal GB energy functions in the form of a
linear regression [26] or a decision tree trained by the random forest method [27].

In the last 5–10 years, machine learning methods have been applied to the study
of GBs. For example, in [28], a trained SVM regression model that can predict both the
structure of special boundaries and their energies with sufficient accuracy is shown on data
from molecular statistic (MS) modelling of optimal structures of symmetric tilt GBs in pure
copper. The use of machine learning methods can also be indirect: In atomistic modelling
using NNP interatomic potentials. In [29], the obtained energies of symmetric tilt and twist
GBs for six FCC metals are obtained from MD calculations with NNP potentials, and it is
shown that the obtained GB energies are in good agreement with density functional theory
(DFT) calculations, which is especially important when classical interatomic potentials
give rather large errors in the GB energies. Also, machine learning methods are used to
study the segregation of dissolved atoms in the alloy at the GBs, which is an important
problem since the deposition of atoms at the boundary can have a strong influence on
the mechanical and strength properties. In [30], the use of the extremely randomized tree
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classifier method is shown to solve this problem. This method classifies MD simulation data
of the dissolution of Co, Fe, Mg, Ni, Pb, and Ti atoms in the aluminum-based polycrystal
and relates GB symmetry to atomic solubility. The work [31] shows that the use of decision
tree regression is allowed to more accurately describe the process of atom segregation at
the GBs in comparison with analytical theories, since the machine learning model takes
into account the GB structure and the different segregation energies.

The practical significance of studying the energy of GBs of different types is justified by
the fact that such physical processes as recrystallisation and the evolution of grain structure
in polycrystals in the process of annealing or under the action of load depend on the
mobility of GBs, which depends on the GB energy. Experimental studies of GB motion in
Al2O3 at the atomic level [32] show that the boundary structure changes inhomogeneously
during its motion. The authors show that the GB motion gives rise to grain boundary
structural units that change depending on the local curvature of the boundary, and these
structural units have different energies [22]. In recent works, it has been shown that the
use of anisotropic BRK energy functions compared to isotropic energy functions of GBs
gives qualitatively and quantitatively different results for the processes of grain growth, the
motion of triple junctions [2], and the process of grain structure evolution in general. The
use of the BRK energy function for modelling microstructure evolution by the voxel method
leads to the fact that the GB distribution is shifted to low-energy boundaries [12]. Modelling
of microstructure evolution taking into account the boundary energy anisotropy in MgO
crystal by the phase field method also shows a high density of GBs with small values of Σ,
which correlates with the experimental data [1]. It is possible to account for the anisotropy
of the GB energy not only by continuous dependencies such as the Reed–Shockley or the
BRK functions but even as a database. In [33], it is shown that phase field modelling with
the inclusion of the GB energy database leads to slower polycrystal boundary kinetics,
in contrast to modelling using an isotopic GB energy function. Also, the authors of [33]
demonstrate the appearance of a larger number of low-angle boundaries.

In many works, the energy and structure of GBs are investigated for stable structures
with minimum energy using molecular statics [20–22,28] or dynamics methods at very low
temperatures, e.g., 10 K [5,34]. Existing approximation functions of the boundary energy,
such as the BRK function, are based on these data [24,25]. In the general case, GBs can
exist not only in stable but also in metastable states, which gives a rather strong scatter
in energy and structure even for the boundary with fixed misorientation. This is shown
in [23] in the example of symmetric tilt and twist GBs in aluminum, silicon, and tungsten.
The authors [6] consider GBs with fixed misorientation of the boundary and show that for
the tilt GB Σ5 in the plane (110) there are 1 stable and 15 metastable structures, and the
energy differences range from 465 to 654 mJ/m2. These structures are observed both for
the molecular static case (T = 0 K) and at the system temperature (T = 300 K). In further
studies [35], the authors showed that the structural stability of metastable GB structures can
depend on temperature, and an interesting phenomenon in terms of the strength properties
of materials is observed: the yield strength for metastable boundaries can be higher than
for stable structures.

In addition to the features of the GB structure, temperature is a significant factor
affecting the grain boundary energy in pure metals. This is confirmed by experimental data:
In [36], a decrease in the relative GB energy in Al2O3 with increasing temperature from 1450
to 1650 K is observed. The decrease in the boundary energy with increasing temperature is
also observed for symmetric tilt GBs in FCC metals [22], which is shown by the authors on
the example of boundaries Σ7, Σ13b, Σ49, Σ19b, Σ37c. The energy of the structural units
of these boundaries decreases with increasing temperature. The total energy of GB also
decreases with increasing temperature, as shown by the special boundary Σ79 in nickel [37].
Just as accounting for the anisotropy of the GB energy provides a more detailed description
of the boundary motion and changes in the microstructures of polycrystals, accounting
for the GB energy as a function of temperature also contributes to the description of the
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boundary motion. For example, to explain anomalous grain growth at certain temperatures,
was which discussed in [36].

Summarizing the above, it can be concluded that the study of temperature dependence
is relevant at the present, since there are no scientific works systematically investigating the
effect of temperature on a wide range of grain boundaries. In this paper, the GB energies
of different types (tilt and twist) in the (100) crystallographic plane for pure aluminum
are investigated. The energies for temperatures 100, 300, 500, and 700 K are calculated
on the basis of MD simulations of maintaining bicrystalline samples with different grain
misorientations at a constant temperature. The temperature dependences of the GB energy
obtained at the stage of MD simulations of maintaining bicrystals at constant temperature
are shown. The scattering diagram of GB energies in the temperature range from 100 to
700 K is constructed. The final part of the work is devoted to the description of the function
of GB energy from grain misorientation and temperature in the form of a fully connected
feed-forward neural network (FCNN). Correlation curves on training, validation, and test
datasets are constructed, and the results of two variants of FCNN, with piecewise linear and
non-linear activation functions in hidden layers with energy values from MD calculations
are compared. Based on the trained FCNN with non-linear activation functions, energy
plots at intermediate temperatures are not contained in the datasets.

2. Materials and Methods

In this work, aluminum bicrystals (Figure 1) are considered for the study of grain
boundary energies. Seventy-nine bicrystalline samples with different types of GBs are
investigated; the sizes of each system vary to preserve periodic boundary conditions, but
on average they are 30 × 20 × 15 nm3. The crystallographic directions of the crystal
grains before their rotation correspond to the indices [100], [010], [001]. All investigated
bicrystals can be divided into 2 types. In the first case, a symmetric rotation of the crystal
around the X axis corresponding to the [100] direction is performed, and the GB symmetric
twist dataset is obtained (yellow arrows in Figure 1). In the second case, the grains are
asymmetrically rotated around the Y axis corresponding to the [010] direction, and a set
of symmetric and asymmetric tilt GBs is obtained (blue arrows in Figure 1). All the initial
bicrystalline systems are created using the ATOMSK software package [38]. The constructed
bicrystal sets are maintained at constant temperature and the minimum value of stress
tensor components using the Nose–Hoover thermostat and barostat in MD simulations to
investigate the effect of temperature on the energy and structure of GBs. MD modelling is
performed by the LAMMPS package [39], where the interatomic interaction is described
by the ADP potential [40], which is based on the EAM potential [41]. It is worth noting
that the GB energies calculated using this EAM potential [41] are in good agreement
with both density functional theory (DFT) calculations and MD modelling results using
machine learning potentials [29]. The bicrystals are first annealed at high temperature
(700 K) to stabilize the boundary structure before the GB energy calculation stage in
MD simulations, and then the investigated temperature is set using the Nose–Hoover
thermostat. Each investigated system is maintained at constant temperature and minimum
stresses for GB energy calculation during 200–300 ps, depending on the temperature
considered (200 ps–100 K; 200 ps–300 K; 250 ps–500 K; 300 ps–700 K).

The GB energy is calculated as the excess of the total energy in the bicrystalline system
with GB relative to the energy of the system with the same number of atoms and defect-free
lattice. The difference between the total energy in the system with GB and the sum of
energy per atom in the defect-free crystal is calculated at each simulation step as follows:

γgb =
Egb(T)− NEbulk(T)

2A
, (1)

where Egb(T) is the total energy in the system with GBs at temperature T, Ebulk(T) is the
total energy per atom in the ideal crystal at temperature T, N is the number of atoms in the
system, and A is the area of the GB. It is duplicated since there are 2 identical boundaries in
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the bicrystal due to periodic boundary conditions. According to Equation (1), the energy
is calculated every picosecond during the energy calculation stage, and then the average
and minimum grain boundary energies are determined from these data. This is done in
order to calculate the average energy over the GB ensemble, since even with a fixed grain
misorientation, there are many metastable structures with different energies. The size of
the bicrystalline system is sufficient to adequately measure the energy of the GBs, which is
evident from the comparison of the energy curves obtained in this work with the results
of other experimental and numerical studies on the example of symmetric tilt and twist
boundaries (Figure 2).
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3. Results
3.1. Influence of Temperature on GB Energy

Let us compare the results of GB energies with existing works on the example of energy
curves for symmetric tilt and twist GBs in aluminum with respect to the crystallographic
orientation [100] (Figure 2) before presenting them for different temperatures. The reported
results from other works can be categorized into 3 types: (i) The minimum GB energy
calculated in MD simulations at temperature T = 10 [5] and in MS simulations [21,25],
(ii) experimental data on the boundary energies [15] and (iii) average energies of stable
and metastable GBs from MD simulations [23]. Figure 2 shows the average and minimum
energies from our calculations for the temperature of 100 K for comparison to previously
listed data. The average values of the tilt GB energies are compared with the data (iii):
Our results for symmetric tilt boundaries (Figure 2a) underestimate the values in (iii),
because the number of emerging structures for the GB with fixed grain misorientation
at the measurement stage of MD simulations is insufficient compared to considering all
possible stable and metastable GB structures in the study [23]. The average energies of this
type of boundary are higher than the minimum values in (i) and the experimental data (ii).
In contrast to the case of symmetric tilt boundaries, the average energy for symmetric twist
GBs (Figure 2b) is within the range of the given data (i) and (ii), because the metastable
structures and energy scatter are much lower for this type of GB, which is consistent with
the description of these boundaries in work [23]. The minimum values of the GB energy
are given for comparison with type (i) data. Our results for symmetric tilt boundaries
(Figure 2a) give a slight overestimation, while the results for symmetric twist boundaries
(Figure 2b), on the contrary, slightly underestimate the data (i). Nevertheless, our results
are in sufficient qualitative and quantitative agreement with the data (i). Experimental
data (ii) are given for qualitative evaluation, because, as mentioned above, the experimental
data on GB energies even at present are mainly qualitative [18]. All curves shown in
Figure 2 obtained from atomistic modelling qualitatively describe data (ii).

To obtain the GB energy at different temperatures, it is necessary to calculate the
energy per atom in the defect-free crystal. The values of these energies are given in Table 1.
For comparison, data from other works are also found: −3.36 eV/atom for 10 K [5]; −3.288
and −3.283 eV/atom for 300 K [6].

Table 1. Value of energies per atom in the defect-free crystal for temperatures range from 10 to 700 K.

Temperature (K) Bulk Energy on Atom (eV/Atom)

10 −3.357
100 −3.334
300 −3.283
500 −3.23
700 −3.175

Let us turn to the results for different temperatures. Figure 3 shows the results
for the symmetric tilt and twist GBs, including the average (Figure 3b,d) and minimum
(Figure 3a,c) energies for temperatures of 100, 300, 500, and 700 K. Let us consider the effect
of temperature on symmetric twist GBs (Figure 3a,b). The minimum GB energies generally
decrease with increasing temperature, while the average energies increase. For this type
of boundary, there are no special boundaries with features in energy (e.g., boundaries of
coherent twins with very low energies). The only thing that can be noticed is that the
energy spread at low-angle boundaries is smaller than for high-angle boundaries. This
may be due to the fact that the low-angle twist boundaries have a rather stable structure,
namely, the dislocation grid, which does not change with temperature increase from 10
to 700 K (Figures 4 and 5). The presented structure of twist GB is in agreement with
already available studies [42,43]. While general high-angle twist boundaries do not have a
strictly defined structure, their energy spread is larger. The average and minimum energy
curves for symmetric tilt GBs are shown in Figure 3c,d. In the boundaries of this type,
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there are quite a large number of special high-angle GBs within the inclination angles [28].
Therefore, it can be observed that the energy spread for high-angle boundaries is not
always large and is comparable or even smaller than for low-angle boundaries (e.g., the
range of inclination angles from 50 to 75◦ for the minimum energy). The average energies
increase with increasing temperature, while the minimum energies decrease up to and
including temperature of 500 K and can either decrease or increase with further temperature
increase. The average energies in both cases (tilt and twist boundaries) grow non-linearly
with increasing temperature, which can be observed from the energy difference in the
temperature ranges 100–300 K, 300–500 K, and 500–700 K. The difference between the
average energies in the latter interval is much larger than in the first two, which is mostly
true for high-angle boundaries. If we consider the behavior of the minimum energy in
the same temperature intervals, we see a more complex dependence on temperature. The
energy can non-linearly decrease (tilt boundaries) at some misorientation angles, and the
decrease in the minimum energy can be comparable in some temperature intervals (high-
angle twist boundaries) or even go back to the increase (tilt boundaries at 700 K). If we look
at the picture of the GB variation from temperature as a whole in Figure 3, we can see a
complex non-linear relationship between energy, grain misorientation, and temperature.
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Figure 5. Atomic structure of the low-angle twist GB [100] with the misorientation angle of 10◦ at
the system temperature: (a) 10 K, (b) 100 K, (c) 300 K, (d) 500 K, (e) 700 K. The atoms are colored
according to the value of the centro-symmetry parameter.

From the MD modelling results, the level of GB energy scattering with increasing
temperature can be estimated. Figure 6 shows the level of decrease in the minimum
energy and the total scatter (taking into account the minimum and average energies)
for the temperature range from 100 to 700 K. For this purpose, the scatter of the GB
energy with temperature growth is calculated for each grain misorientation relative to the
maximum energy difference. As expected for the symmetric twist GBs due to the lack of a
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sufficient number of special boundaries, the energy spread (Figure 6c,d) is significant. The
largest energy scatter is observed for high-angle boundaries: About a 30% reduction in the
minimum energy and about 40% of the total spread. The smaller energy spread is observed
for low-angle twist GBs, which is consistent with the above arguments about the greater
stability of the structure of such GBs: About a 17% decrease in the minimum energy and
about 28% of the total spread. Let us consider the energy spread in the symmetric tilt GBs
(Figure 6a,b). The presence of a sufficiently large number of special boundaries leads to the
fact that the scatter of the total energy (Figure 6b) is generally smaller and shifted towards
low-angle boundaries: About 22% of the total spread is for high-angle boundaries and
about 28% for low-angle boundaries. The behavior of the minimum energies of the tilt GBs
(Figure 6a) is similar: The decrease in the minimum energy of the high-angle boundaries is
about 12%, and that of the low-angle boundaries is about 22%. If we compare the results
obtained with the energy reduction in some special boundaries in pure aluminum measured
in other works [22,34,44] based on atomistic simulations for different structural units and
GBs (the percentage values of grain boundary energy reduction are presented in Table 2),
we can see that the results of this work show energy reductions comparable to the data
from other work. Table 2 shows the energy change of several types of GBs, where the choice
of boundaries is determined according to the Σ values. First, the above studies [22,34,44]
consider GBs relative to the crystallographic plane (111) with several values of Σ, where the
titles “domino”, “pearl”, “A” and “C” are internal designations of different structural units
that can form boundaries with the considered values of Σ [22]. Second, GBs with respect
to the crystallographic plane (110) [34] and (100) [44] were considered in these works. Of
all the GBs, only for the Σ5 boundary [44] are the results of energy change with different
structures designated by the authors as “type 1” and “type 2” given.
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Table 2. Percentage values of energy reduction with increasing temperature for some special GBs
obtained in the works, adapted from [22,34,44].

Type of Grain Boundary Type of Structural Unit Temperature Range (K) Energy Reduction (%)

Σ49 [22]
domino 0–600 12.7

pearl 0–600 14.7

Σ19b [22]
pearl 0–800 28

domino 1 0–800 22
domino 2 0–800 26

Σ37c [22]

pearl 1 0–800 20
pearl 2 0–800 21
pearl 3 0–800 26
domino 0–800 20

Σ13b [22]
pearl 0–800 29.5

domino 0–800 26
A 0–800 25.1

Σ7 [22]
pearl 0–1000 43.7

domino 0–1000 23
C 0–1000 47

Σ5 [44]
type 1 0–400 14.4
type 2 0–400 6.5

Σ11 [44] - 0–400 5

Σ9 [34] - 0–300 10

3.2. Description of the GB Energy Function in the Form of Feed-Forward Neural Network

As discussed above, there is a complex non-linear dependence between the GB energy
from temperature and grain misorientation, the form of which is unknown to us. However,
this problem can be solved by applying machine learning methods. It is possible to fit such
a function that describes the energy of tilt and twist grain boundaries with respect to the
crystallographic plane (100) in the form of a fully connected forward propagation neural
network. The advantage of using FCNN is that, with a relatively small set of values of the
GB energy, this type of functional dependency can predict the GB energy for intermediate
temperatures in the continuous range [100, 700] K based on data for the fixed temperatures
100, 300, 500, and 700 K from MD simulations. This is relevant because the calculation of
the GB energy is conceptually simple but computationally complex for each boundary.

In this case, the FCNN is a surrogate (or approximation) of the GB energy function

in the form γgb = f
(→

Θ, T
)

, where the vector
→
Θ = (θtilt, θ′tilt, θtwist, θ′twist) contains the

rotation angles of both grains. The FCNN scheme is shown in Figure 7. The essence of
FCNN is the sequential computation of activation functions (arrows in Figure 7 show
the direction of computation), where the input value per neuron of each layer can be
computed as:

zl
i = ∑k wl

ikal−1
k − bl

i , where l = 1, 2, · · ·, L; i, k = 1, 2, · · · , n, (2)

where i is the index by neurons in layer l, k is the index by neurons in layer l-1, l is the index
by layers of the network, L is the number of layers of the network, and n is the number
of neurons in each layer. In Equation (2), the value of the activation function with zero

index a0
i is taken as input data, i.e.,

→
Θ, T. The FCNN output layer calculates the result of

the function, in this case γgb, as described by the sigmoidal activation function:

aL
i =

1

1 + e−(zL
i )

. (3)
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We considered 2 variants of FCNN in which different activation functions are used to
describe the hidden layers. In the first variant of FCNN it is a piecewise linear function
PReLU [45]:

al
i =

{
αpreluzl

i if zl
i < 0

zl
i if zl

i ≥ 0
, (4)

where αprelu is the parameter determining the slope of the straight line in the negative
region of the PReLU function. In the second variant, the non-linear activation function
Swish [46] is used:

al
i =

zl
i

1 + e−(βzl
i)

, (5)

where β is the parameter of the Swish activation function determining its non-linearity.
Both FCNN variants are trained using the Adam algorithm [47]. Adam is an optimization
of a stochastic gradient descent algorithm with a variable learning rate. Three datasets are
used to train and check the generalizability of the neural network: Training, validation, and
testing. Datasets are compiled from the MD simulation data described in Chapter 3.1, then
randomly mixed and distributed into specific sets, the proportion of which is determined
by the set of hyperparameters. The main hyperparameters of the learned FCNNs, the
hyperparameters associated with the training algorithm, and the distribution and size of the
datasets used for training, validation, and testing are presented in Table 3. Hyperparameters
such as network depth, number of neurons per layer, and value of activation function
parameters (αprelu and β) are selected by repeatedly running the FNCC training with
different values of these parameters. Table 3 summarizes the optimal parameters at which
the FCNN is trained with maximum accuracy. In the first iteration of training, the initial
Adam step is set as standard (0.001). At the additional iteration of training, i.e., when FCNN
was pre-trained with the parameter values from the initial training, the value of the initial
step is chosen 10 times smaller so that the increments of FCNN parameters are minimal.
The number of training epochs is chosen according to the “Early stopping” strategy: Every
10 training epochs, a cross-validation procedure is performed, and the FCNN parameter
values with the lowest generalization error are stored. The cross-validation technique
involves calculating the average and maximum error on the training and validation sets
in the process of FCNN training. The smallest generalization error is estimated as the
maximum accuracy on validation and training data in the aggregate, with the smallest gap
between accuracy on training and validation data, which avoids overtraining of the FCNN.
Table 3 shows the epochs at which the network configuration is stored.
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Table 3. Main hyperparameters of the learned FCNNs.

Parameters FCNN 1 (PReLU Activation) FCNN 2 (Swish Activation)

αprelu, β (PReLU or Swish
parameter) 4.0 0.1

Number of hidden layers, l 8 6
Number of neurons per

hidden layer, n 15 15

µ (initial Adam step) 0.001 0.001 (pre-training); 0.0001
Number of epochs 6435 7335 (pre-training); 45

Amount of training data
(samples) 610 (82.5%)

Amount of validation data
(samples) 71 (10%)

Amount of testing data
(samples) 35 (7.5%)

To determine the accuracy of FCNN, mean absolute percentage errors (MAPE) for
all datasets are calculated. As described above, errors on training and validation data
are calculated during the training process, and the FCNN configuration with the least
generalization error is preserved. To check the network accuracy on new data that is not
used in training or cross-validation processes, the resulting FCNN configuration is used
on the test dataset, and errors are calculated. The obtained error values are presented in
Table 4. To clarify the accuracy of the trained FCNNs, the mean and maximum relative
errors are calculated on all datasets. The mean errors show the accuracy of the FCNN as a
whole, while the maximum error indicates possible local spikes that can be observed in the
correlation curves (Figure 8). If there are no strong deviations in accuracy on the training
data, spikes for some points can be observed for the validation and test datasets. However,
it should be taken into account that the total number of points in the datasets is small and
the energy intervals between points from MD data are quite large (Figure 3). Therefore,
the obtained accuracy spikes are within reasonable limits and can be corrected by adding
new energy points for new GBs with other grain misorientations. Correlation curves are
presented only for the second FCNN variant because, as will be shown later, the use of
Swish activation functions leads to more physically reasonable results. In addition, smaller
mean errors are observed for the second FCNN variant compared to the first FNCC variant,
but slightly more peaks are observed in the validation data (Table 4, Figure 8).

Table 4. Accuracy of the two FCNN variants on all datasets.

Type of Dataset Error Type FCNN 1 (PReLU Activation),
MAPE (%)

FCNN 2 (Swish Activation),
MAPE (%)

Training Average 0.54 0.41
Maximum 6.43 6.24

Validation
Average 1.49 1.43

Maximum 8.67 13

Test
Average 1.51 1.07

Maximum 13.23 13.56

Trained FNCCs are run at fixed input temperatures of 100, 300, 500, and 700 K and
at misorientation angles from 0 to 90◦ in 1◦ steps to compare FCNN predictions and MD
simulation results. The comparisons are performed for symmetric tilt (Figure 9) and twist
(Figure 10) GBs. Both variants of FCNN are considered. It can be seen that for symmetric
tilt GBs, the second variant of the network (Figure 9a) describes the energy function of
grain boundaries in a continuous range of angles much better and shows features of the
GB energy curve where they should be compared to data from other works (Figure 2a).
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The use of piecewise linear functions in the hidden layers (the first variant of FCNN)
results in the neural network poorly interpolating the point-to-point intervals from the
MD calculations (Figure 9b). Let us move on to the symmetrical twist GBs case (Figure 10).
Here again, the use of the Swish function gives a more adequate approximation of the
energy function. However, both FCNNs have features on the energy plots (at 100 K) and
give erroneous values with increasing temperature for the twist boundaries. Significant
errors on all datasets occur for this type of grain boundary, which can only be solved by
increasing the dataset with new energy points from MD simulations.
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twist GBs: with Swish activation functions in hidden layers (a), with PReLU activation function in
hidden layers (b).

To demonstrate the ability of the second version of FNCC to adequately reproduce
the energies of GBs for intermediate temperatures not available in the datasets, the FCNN
predictions of the minimum energies of the tilt and twist boundaries for temperatures of
200, 400, and 600 K are shown (Figure 11). In the case of tilt GBs (Figure 11a), the energy
curves at intermediate temperatures show the same energy distribution pattern (similar
curve shape), and the decrease in the minimum energy with increasing temperature is
consistent with the general trend of the data. In the case of twist GBs (Figure 11b), a
general trend of decreasing GB energy with increasing temperature is also observed for
intermediate temperatures.
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4. Discussion

This work shows the variation in the GB energy with increasing temperature for the
tilt and twist grain boundaries in aluminum, both for low-angle and high-angle types. The
variation of the GB energy has been investigated in other works [6,22,23,35,44], where it
is shown that even the boundary with a fixed misorientation can have the energy in a
wide range of values. However, these studies consider the relationship between the energy
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of the boundary and its stable and metastable configurations. In this paper, the energy
variation associated with the temperature change of the material is investigated. We show a
change in the minimum boundary energies: There is a decrease in energies with increasing
temperature by about 20% (Figure 6a,c), which is in agreement with measurements from
other works (Table 2). However, we additionally present a change in the average GB
energy obtained in the MD simulation stage of measurement GB energy (Figure 6b,d):
The increase in energy with increasing temperature is observed. This result is novel and
has not been reported in other studies. The energy change shows that many metastable
boundaries have energies much higher than in stable configurations, and the occurrence of
metastable configurations is due to the motion of atoms at the boundary area [6,23]. Then
the appearance of metastable boundary configurations may be the reason for the increase
in the average GB energy with increasing temperature. Let us consider the structure of the
low-angle twist GB (Figures 4 and 5) with a misorientation angle of 10◦ as a case of the
stable GB structure, in which there is also a significant change in energy with an increase
in temperature. It can be seen that the dislocation structure does not actually change with
the temperature increase (Figure 4). There are local splits of full dislocations into two
partial Shockley dislocations. But this is a typical dislocation reaction in FCC metals [42],
which occurs because it is more energetically beneficial. On the other hand, one can see the
movement of atoms on the GB plane, considering the atomistic structure of this boundary
(Figure 5). Atoms on the boundary are colored according to the value of the centro-
symmetry parameter in the FCC lattice, and it can be seen that as the temperature increases,
the atoms begin to move in the boundary plane, and the initial characteristic structure of
the boundary is lost (Figure 5d,e). This is in agreement with the above-mentioned feature
that the change in energy of the grain boundaries is associated with the movement of atoms
in them.

As is known, the mobility of the GB is proportional to the boundary energy [2,12,33],
so the data obtained in this work can be used to study and simulate the movement of the
GB, taking into account changes in the temperature of the material. In turn, the movement
of GB makes a significant contribution to the processes of recrystallization and changes
in the grain structure [1,3,12]. As work on the study of boundary motion shows, data
on boundary energies can be used in tabular [33] or functional form [1–3,12]. Obviously,
functional dependence is more acceptable, if only because it allows one to predict energy
values in a continuous range of misorientations [24,25]. In this work, we use artificial neural
networks to implement functional dependence. We obtained a continuous dependence of
the GB energy on misorientation and temperature in the form of the feed-forward fully
connected ANN. At the same time, we selected an accurate neural network architecture that
can adequately predict boundary energies with intermediate values of temperature and
misorientation (Figure 11). This architecture uses non-linear Swish activation functions. In
future work, we plan to apply the obtained functions in the form of the ANN to simulate the
movement of grain boundaries and eliminate the influence of temperature on this process.

5. Conclusions

On the basis of atomistic simulation data of bicrystalline systems with different grain
misorientation angles, we measured the energies of tilt and twist GBs relative to the
crystallographic plane (100) for different system temperatures of 100, 300, 500, and 700 K.
The average and minimum energies of tilt and twist GBs are calculated, and the main
behavior of the obtained energies with increasing temperature is described. The scatter of
GB energies in the temperature range of 100 to 700 K is obtained. The feed-forward neural
network as a function of GB energy from temperature and grain misorientation is trained
on the basis of MD simulation data on GB energies.

1. As the results show, the average energies calculated from all obtained energy states
of the GB with fixed grain misorientation at the MD modelling stage of maintaining
the bicrystalline system at constant temperature and minimum stress growth with
increasing temperature. At the same time, the minimum energies obtained at this MD
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stage decrease with increasing temperature, which is in agreement with the results
of other studies. Both direct measurements of the GB energy based on atomistic
modelling and measurements of the relative GB energy based on experiment.

2. The obtained energy spread shows the level of decrease in the minimum GB energy
with increasing temperature and the level of total energy change with taking into
account the increase in the average energy of the boundaries. It is shown that the
energy spread is generally larger for the twist GBs, with the maximum energy growth
observed in the region of high-angle boundaries. The level of energy change with
increasing temperature is smaller for the tilt GBs; the energy spread shifts towards
low-angle boundaries, which may be due to a rather large number of special high-
angle boundaries. The decrease in the minimum energy is compared with the results
of other works and is in reasonable agreement, and the average energy decrease is
about 20%.

3. Using the example of a trained FCNN with non-linear Swish activation functions
in hidden layers, it is shown that the prediction of GB energies using this FCNN is
more physically reasonable. Such a network reproduces more adequate point-to-point
interpolation of GB energies obtained from MD simulations, which is particularly
strong for tilt boundaries. The trained FCNN is able to describe GB energies for
intermediate temperatures in a continuous range from 100 to 700 K, as shown for
several temperatures missing in the dataset: 200, 400, and 600 K.
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