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Abstract

:

Crystallization is a major challenge in metallic glass production, and predictive models may aid the development of controlled microstructures. This work describes a modeling strategy of nucleation, growth and the dissolution of crystals in a multicomponent glass-forming system. The numerical model is based on classical nucleation theory in combination with a multicomponent diffusion-controlled growth model that is valid for high supersaturation. The required thermodynamic properties are obtained by coupling the model to a CALPHAD database using the Al-Cu-Zr system as a demonstrator. The crystallization of intermetallic     Al , Cu  m   Zr n    phases from the undercooled liquid phase were simulated under isothermal as well as rapid heating and cooling conditions (   10  − 1    –   10 6    Ks  − 1    ). The obtained time–temperature transformation and continuous-heating/cooling transformation diagrams agree satisfactorily with the experimental data over a wide temperature range, thereby, demonstrating the predictability of the modeling approach. A comparison of the simulation results and experimental data is discussed.
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1. Introduction


Metallic glasses (MG) possess an amorphous atomic structure, which result in an unique combination of material properties, including high specific strength, a high elastic strain limit, high mechanical resilience, high corrosion resistance and excellent soft magnetic properties [1]. The amorphous atomic structure of metallic glasses is obtained by cooling the molten material fast enough to bypass crystallization. Crystallization is, in general, not desired as it forms at the expense of the amorphous structure. However, partial crystallization resulting in MG-crystalline composites can, in some cases, be favorable as this combines the properties of the crystalline and the amorphous material [2].



This has, for example, been demonstrated by the application of nanocrystalline-amorphous Fe-based soft magnetic alloys with a unique combination of high permeability and saturation flux density [3,4]. Another example is the improved ductility of Zr-based MG composites, in which the ductile crystalline particles inhibit the propagation of shear bands in the brittle amorphous matrix [2,5,6]. Whether the purpose is to achieve glass formation or control the extent of the crystalline volume fraction obtained from thermal processing, the technological and industrial importance of predictive crystallization modeling in metallic glasses is significant.



Early works on the modeling of nucleation and growth of crystals in glass-forming alloys are found in Uhlmann [7], Morris [8] and Gránásy [9]. Uhlmann derived expressions based on classical nucleation and growth theory (CNT) in combination with Johnson–Mehl–Avrami–Kolmogorov kinetics to compute time–temperature transformation (TTT) diagrams and predict the critical cooling rates of different glass-forming systems [7]. The approach by Uhlmann has been adopted in many works with various thermodynamic and kinetic modifications.



Morris combined the approach by Uhlmann with the thermodynamic model developed by Thompson and Spaepen [10] to model crystallization in the Ni-Si-B system. Gránásy made use of the driving force for crystallization calculated from the measured specific heat capacities of the liquid and crystalline phases to compute the crystallization kinetics of    Fe 40   Ni 40   P 14   B 6   at %   metallic glass [9]. More recently, Ge et al. [11] combined Uhlmann kinetics and CALPHAD databases to predict the glass-forming ability of various Cu-Zr and Cu-Zr-Ti alloys.



Similarly, Yang et al. [12] performed calculations of the glass-forming ability in the Cu-Zr system but also considered the effect of heterogeneous nucleation. A common denominator in the above mentioned works, and in others [13,14,15], is the assumption of polymorphic conditions for which the composition of the particle and the matrix phase are assumed equal. The transformation is then governed by the rate of atomic attachment at the interface and the coupling between crystal growth and the diffusional transport of alloying elements to the particle–matrix interface is neglected.



As discussed by Inoue et al. [1] and Köster et al. [16], polymorphic crystallization in metallic glasses is actually quite rare, and more often, multiple phases form of different composition than the parent matrix phase for which the growth rate is dictated by the diffusional fluxes of the partitioning elements. Reports of partitioning crystallization in Zr-, Fe-, Al- and Mg-based glass-forming systems are found in [3,5,12,17,18,19,20,21].



Baricco and Palumbo performed modeling of partitioning growth in the Fe-B and Al-Ni-Ce glass-forming systems using CALPHAD databases and the DICTRA software [22,23]. Nestler et al. simulated the dendritic growth of crystals in   Zr - Ti - Nb - Ni - Cu - Be   metallic glass using the phase-field method [24]. However, the above mentioned approaches only considered growth and not nucleation.



Nucleation and growth are concomitant processes, and in order to fully describe the crystallization process, a model describing concurrent nucleation, diffusion-controlled growth and the dissolution of particles should be considered. Ideally, it should also be applicable to arbitrary thermal conditions such that it can be used to simulate crystallization during non-isothermal processing. This task can be achieved by numerically solving the temporal evolution of the crystal size-distribution using appropriate models for partitioning nucleation and growth in glass-forming systems.



In this work, the modeling of the nucleation, growth and dissolution of crystals in the Al-Cu-Zr glass-forming system is performed. The model is based on classical nucleation theory combined with the model of multicomponent diffusion-controlled growth developed by Chen [25] and implemented within the numerical Kampmann and Wagner (NKW) scheme proposed by Myhr and Grong [26]. The model is coupled to a CALPHAD database of the Al-Cu-Zr system [27], which allows for evaluation of the composition- and temperature-dependent thermodynamic properties and accounts for the non-ideal mixing, characteristic of glass-forming liquids.



The formation of intermetallic phases are simulated during heating and cooling at high rates, as well as isothermal conditions. The capability of the modeling approach is demonstrated by comparison with the experimentally obtained time–temperature transformation and continuous-heating/cooling transformation (CHT/CCT) diagrams.




2. Modeling Methodology


In the following, the modeling methodology is presented. The equations governing nucleation and growth are presented in Section 2.1 and Section 2.2, followed by a description of the thermodynamic properties in Section 2.3. The numerical scheme is described in Section 2.4. Before proceeding, we first summarize the core assumptions adopted in the model: (i) the crystalline particles are of spherical shape, and the interface between the particles and the matrix is sharp; (ii) the growth of the particles is entirely controlled by diffusion in the matrix; (iii) the local equilibrium adjusted by the Gibbs–Thomson effect holds at the particle–matrix interface; (iv) the diffusivity of the alloying elements are equal in the matrix, and cross-diffusion between the elements is neglected; (v) the molar volumes of the particles and the matrix are equal; and (vi) nucleation occurs at a steady-state rate.



2.1. Nucleation


According to classical nucleation theory, the change in energy   Δ G ( r )   required to form a spherical particle with radius r is described by [28],


  Δ G  ( r )  = −   4 π  r 3    3  V m β     d c  + 4 π  r 2  σ  



(1)




where   d c   is the chemical driving force between the particle and the matrix per unit mole,   V m β   is the molar volume of the particle, and  σ  is the interfacial energy per unit area. In Equation (1),   d c   and  σ  describe the thermodynamic competition between the bulk energy release and the energy cost for the creation of the interface. The Gibbs energy change then shows a maximum for   d Δ G ( r ) / d r = 0  , when r is equal to the critical radius   r *  , and


     r *     =   2 σ  V m β    d c       



(2)






     Δ  G *      =   16 π  3     σ 3     V m β   2    d c 2       



(3)




where   Δ  G *    is the corresponding maximum of   Δ G ( r )  , also known as the nucleation barrier.



For the evaluation of   d c  , the maximum chemical driving force approach is adopted [29]. In this procedure, it is assumed that a particle of phase  β  forms with an unknown composition   x i β   in an infinitely large matrix of phase  α  and known composition   x i α  . To obtain the values of   x i β   and   d c  , the maximum difference between the tangent plane to the Gibbs energy of the  α  phase and the Gibbs energy of the  β  phase is evaluated using [29]


   d c  = max   ∑  i = 1  n   x i β   μ i α    x j α   −  G m β    x j β     



(4)




where    G m β    x i β     is the molar Gibbs energy of the particle evaluated at   x i β  , and n denotes the number of elements in the system. The first term involves the chemical potential   μ i α   and describes the tangent plane of the molar Gibbs energy of the matrix phase    G m α    x i α     evaluated at   x i β  . The thermodynamic models of the particle and matrix phases are described in Section 2.3.



The nucleation barrier   Δ  G *    is used to evaluate the steady-state nucleation rate as given by [28]


  J =  N 0  Z  k *  exp  −   Δ  G *     k B  T     



(5)




where T is the temperature,   N 0   is the number of nucleation sites per unit volume, which is assumed to be equal to the number of atoms per unit volume in the system, i.e.,    N 0  =  N A  /  V m  a m     where   N A   is the Avogadro constant, and   V m  a m    is the molar volume of the amorphous alloy. Z is the Zeldovic factor, for which a spherical particle is evaluated as


  Z =   V m β   2 π    r *   2   N A      σ   k B  T    ,  



(6)




and   k *   is the condensation rate, taken as [30]


   k *  =   4 π    r *   2    λ 4    D  e f f  α  min   x i α    



(7)




where   λ = 2   3  V m  a m   / 4 π  N A    1 / 3     is the atomic jump distance, and   D  e f f    is the effective diffusion coefficient in the matrix phase.



The diffusivity of glass-forming liquids is commonly estimated using the Stokes–Einstein Equation [31], which relates the effective diffusion coefficient of the metallic liquid to the viscosity as follows


   D  e f f  α   ( T )  =    k B  T   3 π λ η ( T )    



(8)




where   η ( T )   is the temperature-dependent viscosity of the liquid phase. Several empirical expressions has been proposed for the viscosity, which can be fitted to the measured data. One of the more recent is the Blodgett–Egami–Nussinov–Kelton (BENK) expression, which provides a good fit using only one fitting parameter. The BENK equation can be expressed as [32]


        η =  η 0  exp    E ( T )  T       



(9)






        E  ( T )  =  E ∞  +  T A    q  T r   z  Θ   T A  − T      



(10)




where   q = 4.536   and   z = 2.889   are universal fitting constants, independent of alloy composition,    T r  =   T A  − T  /  T A    is a reduced temperature,   Θ   ·     is the Heaviside step function and    E ∞  = 6.466  T A   . The universal scaling temperature   T A   is related to the glass-transition temperature   T g   by    T A  ≈ 2.02  T g   . The high temperature viscosity constant   η 0   is obtained by fitting Equation (10) to the data provided by Hembree [33].




2.2. Growth


In the case of diffusion-controlled growth, the growth rate is governed by the diffusional fluxes at the interface between the spherical particle and the matrix, which depends on the composition gradient in front of the interface. This constitutes a moving boundary value problem, which has to be solved numerically [34]. Chen et al. proposed an approximate solution of the growth rate of a spherical particle, which avoids in solving the full diffusion field and is valid for high supersaturation [25]. Here, we employ the model by Chen et al. under the assumption of equal diffusivity. The assumptions is made because of the scarcity of reported diffusivity data in the Al-Cu-Zr system. Instead, the effective diffusion coefficient   D  e f f  α   is used. The growth rate is expressed as


  v = 2  K 2    D  e f f  α  r   



(11)




where K is dependent on the matrix supersaturation S. For low supersaturation   S < < 1  , then   2  K 2  ≈ S  , and the well known expression of   v = S  D  e f f  α  / r   is obtained. In the case of a high supersaturation   S ≤ 1  , the dependence is given by


  2  K 2   1 −  π  K exp   K 2   erfc  K   = S  



(12)




where   erfc ( K )   denotes the error function. For equal diffusivity, the supersaturation becomes identical for each element and can be expressed as


  S =    x i α  −  x i  α β      x i  β α   −  x i  α β     ,  ∀  i = Al , Cu , Zr  



(13)




where   x i α   is the composition in the matrix, i.e., the same as in Equation (4),   x i  α β   , and   x i  β α    are the compositions at the interface on the matrix side and particle side, respectively. Equations (11)–(13) constitute a moving boundary value problem with unknown boundary conditions,   x i  α β    and   x i  β α   . Assume local equilibrium at the interface, and the required additional relationships between   x i  α β    and   x i  β α    are obtained as


   μ i α    x j  α β    =  μ i β    x j  β α    +   2 σ  V m β   r   



(14)




where   μ i α   and   μ i β   are the chemical potentials of the bulk matrix and particle phase, respectively. These are evaluated from the thermodynamic models described in Section 2.3. The second term on the right hand side in Equation (14) considers the curvature-induced pressure on the spherical particle, known as the Gibbs–Thomson effect.




2.3. Thermodynamics


To evaluate the thermodynamic quantities for nucleation and growth, suitable thermodynamic models are required. In this work, the thermodynamic database of the Al-Cu-Zr system made by Zhou et al. [27] is adopted. In the assessment by Zhou et al. [27], the molar Gibbs energy of the liquid (matrix) phase   G m α   is described using a substitutional solution model


   G m α  =  ∑  i = 1  3   x i    ∘   G i α  + R T  ∑  i = 1  3   x i  ln  x i  +   E   G m α   



(15)




where   G i α   is the molar Gibbs energy of the pure elements [35], and R is the gas constant. The first two terms in Equation (15) represent an ideal substitutional solution with non-interacting elements. Glass-forming metallic liquids show strong non-ideal interactions and are stabilized by negative enthalpies of mixing among the constituent elements [36]. Hence, the excess Gibbs energy     E   G m α    is included in Equation (15) and is expressed as


    E   G m α  =  ∑  i = 1  2   ∑  j = i + 1  3   x i   x j   L  i j  α  +  x Al   x Cu   x Zr   L  Al , Cu , Zr  α   



(16)




where   L  i j  α   and   L  Al , Cu , Zr  α   are the binary and ternary Redlich–Kister polynomials describing the temperature-dependent non-ideal interactions. For a more detailed description of the Redlich–Kister polynomials, the reader is referred to [27,37].



In a similar manner, in [27], the molar Gibbs energy of the intermetallic (particle) phase is treated as a line compound     Al , Cu  m   Zr n   , with substitutional mixing of  Al  and  Cu  on the first sublattice and a fixed composition of  Zr  on the second sublattice. The molar Gibbs energy of formula unit     Al , Cu  m   Zr n    is expressed as


   G m β  =  ∑  i = 1  2   y i ′   G  i : Zr  β  + m R T  ∑  i = 1  2   y i ′  ln  y i ′  +  y Al ′   y Cu ′   L  Al , Cu : Zr  β   



(17)




where   y i ′   are the site fractions of   i = Al , Cu   on the first sublattice,    G  i : Zr  β    is the molar Gibbs energy when the first sublattice is occupied by only one element   i = Al , Cu   and    L  Al , Cu : Zr  β    is the binary Redlich–Kister polynomial included in the excess Gibbs energy.



Interfacial Energy


One inherent difficulty in the application of classical nucleation theory is the interfacial energy. The nucleation rate is sensitive to the interfacial energy because of the exponential dependence on the nucleation barrier in Equation (5). Since the interfacial energy is not easily measured, it is often chosen within acceptable known ranges to provide a good fit to experimental observations of nucleation [34,38]. This ad hoc procedure might, however, attribute uncertainties in the experimental nucleation data or adhere other physical processes to the value of the interfacial. Hence, a theoretical determination of the interfacial energy is preferred. In this work, we employ the model proposed by Turnbull et al. [39], which predicts the interfacial energy from thermodynamic data. According to the model, the interfacial energy at the melting point   σ 0   is estimated as


   σ 0  = 0.46   Δ  H m f        V m β     2 / 3    N A  1 / 3      



(18)




where   Δ  H m f    is the difference in the molar enthalpy of fusion between the solid and liquid phase at the melting point, which is evaluated from the CALPHAD database.



Nucleation in metallic glasses occurs at large undercoolings, and the size of critical nuclei is expected to be very small. At critical sizes close to the atomic length scale, the sharp interface assumption of classical nucleation theory is known to break down, resulting in an over-predicted nucleation barrier [40]. One way to relax the sharp interface assumptions is by introducing a size correction factor [34,40]. Tolman developed the following expression for the size-dependent interfacial energy [41]


  σ  ( r )  =   σ 0   1 +   2  δ 0   r     



(19)




where   δ 0   is a characteristic length-scale. Following the suggestion by Kozeschnik [34], this value is taken as    δ 0  = 0.3  r 1    where   r 1   is the distance to the nearest atomic neighbor, estimated using the position of the first peak in the radial pair distribution function of the amorphous material.





2.4. Numerical Scheme


The numerical scheme used in this work stems from the work by Kampmann and Wagner [42], who developed the idea that a continuous size distribution can be subdivided into size classes with an associated number of particles. The temporal evolution of the distribution can then be followed by calculating the evolution of each size class.



Myhr and Grong adopted a different technique [26]: instead of tracking the evolution of the size class, they tracked the evolution of the particle number density on a fixed grid. This was done by using the so-called “upwind scheme”, in which the flux of particles between neighboring size classes is calculated from the number density distribution and the growth rate of each size class. Following this approach, the particle number density   N  i , t + Δ t    (number of particles per volume) of size class i after a timestep   Δ t   is solved using


      N  i , t + Δ t   =  N  i , t   +   Δ t   Δ  r i        [  v i   H  (  v i  )   N  i − 1 , t   + H  ( −  v i  )   N  i , t    −           v  i + 1    H  (  v  i + 1   )   N  i , t   + H  ( −  v  i + 1   )   N  i + 1 , t     ]      



(20)




where   Δ  r i    and   v i   are the width and growth rate of size class i, respectively, and   H ( x )   is the Heaviside step function (1 if   x > 0   and 0 otherwise).   N  i , t    denotes the particle number density of size class i from the previous timestep. Once the particle-size distribution is updated, the matrix composition   x i α   of each element i is calculated using


   x i α   ( 1 − f )  =  x i 0  − f  x i β   



(21)




where   f = 4 π / 3  ∑ i   N i   r i 3    is the volume fraction of the particles,   x i 0   is the initial composition, and   x i β   is the particle composition.



By combining the NKW scheme with the models for the nucleation and growth rate described in Section 2.1 and Section 2.2, the evolution in the particle-density distribution, volume fraction and changes in matrix composition can be computed. The scheme is summarized as follows:




	
Compute the maximum chemical driving force   d c   and the corresponding particle composition   x i β   using Equation (4). Use   d c   to calculate the nucleation rate and the number of newly formed critical nuclei as   Δ N = J Δ t   using Equation (5). Newly formed nuclei are inserted at a size equal to   r =  r *  + 0.5    k B  T / π σ     [43].



	
For each size class, the interfacial compositions   x i  α β    and   x i  β α    as well as the supersaturation S are obtained by iteratively solving Equations (13) and (14). With the supersaturation known, the growth rate can be calculated for each size class using Equation (11) and (12).



	
Update the particle-size distribution using the growth rate and the upwind scheme in Equation (20).



	
Compute transformed volume fraction and update the matrix composition using Equation (21).



	
Update the timestep and repeat steps 1–4.








The simulations are initiated with    N  i , t = 0   = 0   for each size class on a grid that consists of 500 size classes ranging from   r = 0.5  r *    to   r = 5  μ m  . To reduce the computational cost, the size classes are represented on a logarithmic grid. This weights the discretization to the nano-sized regime where a finer grid is required because of the high growth rate and also reduces the total number of grid points. To ensure numerical stability, particles are not allowed to move more than one size class, providing the following constraint [43]


  Δ t =  1 2  min    Δ  r i     |   v i   |     ,  



(22)




which implies that the timestep is dictated by the growth rate of the particles and may therefore vary during the simulation.



Another computational cost is induced by the solution of the thermodynamic equilibrium at the interface in Step 2, which requires that a non-linear equation system involving six unknowns (  x i  α β   ,   x i  β α    and S) has to be solved for each size class. This is remedied by using the solution from the previous timestep as an initial guess, which not only greatly reduces the number of iterations required but also solves the equation system when the accumulated change in matrix composition   Δ  x i α    becomes above some threshold value set to    | Δ   x i α   | >   10  − 3    . Further, particles contained in size classes with   S < − 0.1   are removed from the size distribution as these particles are smaller than the critical size and are assumed to dissolve.





3. Results and Discussions


The presented modeling methodology is applied to simulate the formation and growth of intermetallic     Al , Cu  m   Zr n    phases from an undercooled liquid. The nominal composition of the liquid phase is selected as    Al 10   Cu 30   Zr 60    ( at % )   , which serves as a pseudo-ternary representation of the commercially available alloy AMZ4 (   Al  10.4    Cu  28.8    Nb  1.5    Zr  59.3     ( at % )   ) [44]. Alloy AMZ4 is selected since the formation of crystalline phases have been identified with X-ray diffraction [45,46], and the TTT-diagram has been measured over a wide temperature range [15,47]. Further, alloy AMZ4 has received great attention as a material for laser powder bed fusion processing [48].



The material parameters used in addition to the CALPHAD database are summarized in Table 1. In Section 3.1, the calculated chemical driving forces and nucleation and growth rates are presented and discussed, followed by the predicted TTT- and CCT/CHT-diagrams in Section 3.2.



3.1. Nucleation and Growth Rates


The computed chemical driving force of the    Al 3   Zr 4    phase (space group P6/mmm) at a matrix composition of    Al 10   Cu 30   Zr 60    and   T = 800  K   is illustrated in Figure 1a. The calculated chemical driving force for different intermetallic phases are shown as a function of temperature in Figure 1b. As seen in Figure 1b, the phase with the highest driving force is   CuZr 2   (space group I4/mmm). At temperatures close to the glass transition, the    Al 3   Zr 4    phase has the second highest driving force. It is reasonable to assume that the phases with the highest driving force would crystallize first. The   CuZr 2   phase has also been confirmed to form in AMZ4 as well as the    Al 10   Cu 30   Zr 60    metallic glass [5,45]. In the study on AMZ4, the formation of the    Al 3   Zr 4    phase was identified as well, which agrees with the high driving force at low temperatures in Figure 1. The calculated values of the interfacial energy at the melting point,   σ 0  , using Equation (18) are   0.190   Jm  − 2     for   CuZr 2   and   0.185   Jm  − 2     for    Al 3   Zr 4   , respectively, and are used in the following computations.



Figure 2a shows the computed growth rate as a function of particle size for the   CuZr 2   phase from a matrix of composition    Al 10   Cu 30   Zr 60    at   T = 1000  K  . The growth rate is zero at the critical size when the particle is in equilibrium with the matrix (  S = 0  ) after which it increases drastically upon reaching a maximum value and finally decreases gradually. As seen in Figure 2b,c, the drastic increase in growth rate is caused by the Gibbs–Thomson effect, which influences the chemical equilibrium at the interface and the composition gradient that drives the transformation.



Beyond the maximum growth rate, the Gibbs–Thomson effect fades, and the supersaturation approach a constant value. The growth rate then decreases proportional to (1/r) as the diffusional distance of the depletion zone extends further into the matrix. The supersaturation reaches a value of S = 0.7 at large particle sizes; this value is lower at temperatures close to the melting point and increases with undercooling. The high supersaturation indicates a significant deviation from chemical equilibrium between the matrix and particle phases, which is expected for a deeply undercooled metallic liquid.



The maximum growth rate of the   CuZr 2   and    Al 3   Zr 4    phases are shown together with the calculated nucleation rates in Figure 3. The nucleation and growth rates are higher for the   CuZr 2   phase at all temperatures because of the higher driving force as shown in Figure 1. At lower temperatures, the nucleation rate of the    Al 3   Zr 4    phase approaches the value of the   CuZr 2   phase, which suggests that the    Al 3   Zr 4    could form in conjunction with the   CuZr 2   phase at temperatures close to the glass transition, which is in agreement with the experimental observations [45,46].



The growth rate of the   CuZr 2   phase shows a maximum of   0.02   ms  − 1     at an undercooling of   Δ T ≈ 160  K  , which is comparable to experimental measurements on crystallization in the    Cu 50   Zr 50    alloy, where a maximum growth rate of   0.025   ms  − 1     at an undercooling of   Δ T ≈ 190  K   was reported [50]. The large difference in the nucleation and growth rates between the   CuZr 2   and    Al 3   Zr 4    phases at elevated temperatures translates into a much higher rate of crystallization of the   CuZr 2   phase and suggests that the formation of the   CuZr 2   phase is the main crystallization mechanism in the    Al 10   Cu 30   Zr 60    alloy.




3.2. Predicted Transformation Diagrams


Transformation diagrams can provide valuable information regarding resistance to the crystallization of metallic glasses. Such diagrams can be used to assess the critical time during thermal processing to avoid or achieve a certain volume fraction of crystals. For casting processes, the cooling rate is the most critical factor; however, for other manufacturing processes, such as thermoplastic formation and additive manufacturing, annealing and heating are of considerable interest. The model described in Section 2 is, therefore, used to simulate crystallization under isothermal as well as heating and cooling conditions.



The times to obtain a crystalline volume fraction of   1 %  ,   5 %   and   20 %   of the   CuZr 2   phase from a matrix of composition    Al 10   Cu 30   Zr 60    are shown in Figure 4. Two TTT-diagrams are presented, one obtained from isothermal simulations at the crystallization temperature   T x   (dark blue) and one from heating at a rate of   1 ×  10 5    Ks  − 1     followed by holding at   T x   (red). For comparison, the TTT-diagram measured upon heating at the same rate (green) and cooling (purple) by flash differential scanning calorimetry (DSC) in [47] is included as well as the low-temperature DSC data from [45] (light blue).



A quantitative comparison of the TTT-diagrams is difficult as the representative crystalline volume fractions of the DSC peaks are unclear. Nevertheless, the qualitative agreement between the diagrams is good. The simulated TTT-diagrams follow the experimental data over a wide temperature range, which indicates that the predicted nucleation and growth rates are reasonable.



The simulated and the measured TTT-diagrams display an asymmetry between the diagrams obtained upon heating and cooling/isothermal. This is a consequence of the difference in the maximum rate between nucleation and growth. As shown in Figure 3, the maximum nucleation rate occurs at a lower temperature than the maximum growth rate. Thus, heating from the glassy state results in the formation of more nuclei prior to reaching   T x  . At low   T x  , this effect is negligible as the transformation is dictated by the high nucleation rate, and the diagrams coincide.



However, at higher   T x  , the effect becomes significant, and a simulated particle density of   N = 1.6 ×  10 18    m  − 3     is obtained upon heating in comparison to   N = 3.5 ×  10 15    m  − 3     under isothermal conditions at    T x  = 967  K  . Consequently, the time to obtain a crystalline volume fraction of   5 %   at    T x  = 967  K   is drastically reduced from   t ≈ 0.6  s   to   t ≈ 0.005  s   upon heating. This shows that the modeling methodology is capable of predicting the different degrees of crystallization depending on the thermal history. This is a feature of importance in teh modeling of non-isothermal processes, such as additive manufacturing.



The asymmetry between heating and cooling also stresses the importance of the growth mode. For polymorphous growth, the growth rate increases asymptotically as a function of particle size towards a constant value [51,52], while for diffusion-controlled growth, the growth rate decreases following   ∝ 1 / r   at large particle sizes (see Figure 2) caused by the depletion of solute elements.



Thus, a polymorphic growth mode results in the more rapid growth of particles formed during heating, which can have a significant effect on the rate of crystallization during cycling thermal processing [53]. This effect is demonstrated in Figure 4 where TTT-diagrams constructed using the maximum growth rate   v  m a x    from Figure 3 as a constant rate are included (black dashed line). The size dependence of the diffusion-controlled growth rate results in longer crystallization times at elevated temperatures where growth has a larger effect on the transformation.



Continuous heating and cooling experiments using DSC are often performed to evaluate crystallization onset temperatures as a measure of alloy glass-forming ability and thermal stability. These are useful for understanding the isochronal crystallization behavior and can be used to obtain measurements of the critical cooling/heating rates.



The modeling of crystallization can be used in a similar manner. Figure 5 shows the numerically determined crystallization onsets   T x   for   1 %   and   5 %   crystalline volume fraction of the   CuZr 2   phase from an matrix of composition    Al 10   Cu 30   Zr 60    at various heating and cooling rates. Measured   T x   from [45,47] on AMZ4 are also included. According to the simulations, the critical cooling and heating rates (  f < 1 %  ) are    β c  c r i t   ≈ 5 ×  10 3    Ks  − 1     upon cooling and    β h  c r i t   ≈ 3 ×  10 6    Ks  − 1     upon heating, respectively. The large difference between   β c  c r i t    and   β h  c r i t    further confirms that the model captures the asymmetry in crystallization upon heating and cooling as previously discussed. In general, the crystallization onset temperature from the simulations and the experiments follows the same trend with respect to the applied heating/cooling rate.



The predicted critical cooling and heating rates of    β c  c r i t   ≈ 5 ×  10 3    Ks  − 1     and    β h  c r i t   ≈ 3 ×  10 6    Ks  − 1     are higher than the reported critical rates of    β c  c r i t   ≈ 2.5 ×  10 3    Ks  − 1     upon cooling and    β h  c r i t   ≈ 4.5 ×  10 4    Ks  − 1     upon heating [47], especially in the case for heating. The large discrepancy in the heating rate is possibly related to the assumption of steady-state nucleation. At high cooling rates, transient nucleation effects may lower the nucleation rate by several orders of magnitude below the steady-state nucleation rate, especially at lower temperatures [15,52].



These effects remain upon heating of the material, for which the nucleation rate at lower temperatures shows a more pronounced effect on the overall rate of crystallization in comparison to cooling. This would result in the formation of less nuclei upon heating and a lower value of   β h  c r i t   . Further, a difference in order of   ≈ 100 – 150  K   is observed in   T x   between the simulations and experiments upon cooling in Figure 5.



The experiments in [47] where performed on industrial grade AMZ4, which contains a relatively high content of oxygen. Oxygen impurity is known to significantly decrease the undercooling of Zr-based MGs as oxygen-enriched crystals form and serve as heterogeneous nucleation sites for further crystallization [54,55,56]. In the cooling simulations, no nuclei are present prior to cooling, and a large difference in undercooling between simulations and experiments is therefore expected.



The associated values of the residual particle density N, mean radius   r ¯   and crystalline volume fraction f from the critical cooling/heating simulations are shown in Table 2. Cooling at   β c  c r i t    resulted in a high density of very fine nanocrystals but no substantial crystalline volume fraction. Such glass has recently been termed self-doped glass (SDG) and shows an accelerated crystallization process upon heating [57]. To verify this, heating simulations at   5 ×  10 6    Ks  − 1   >  β h  c r i t     were performed using the particle-size distribution from continuous cooling simulations at    β c  c r i t   = 5 ×  10 3    Ks  − 1     as well as    β c  = 5 ×  10 6    Ks  − 1     as initial conditions.



The results are presented in Table 3. The material cooled and heated at   5 ×  10 6    Ks  − 1     showed no crystallization. In contrast, the material cooled at   β c  c r i t    followed by heating at   5 ×  10 6    Ks  − 1     showed pronounced crystallization resulting from the growth of pre-existing nanocrystals. As a result,    β h  >  β h  c r i t     is required to avoid crystallization upon heating of the self-doped glass, which is in agreement with recent experimental findings [57]. As shown in Table 2 and Table 3, the particle density of the self-doped glass decreased by roughly two orders of magnitude because of the particle dissolution upon heating.



This happens when the critical size   r *   changes more rapidly with temperature than the particle-size distribution. Therefore, a high    β h  >  β h  c r i t     is required to fully dissolve the nuclei upon heating. These results demonstrate the role of the different, but equally important, contributions of nucleation, growth and dissolution during sequential cooling and heating of metallic glasses. It also shows that numerical models that tracks the evolution of particle-size distribution can capture these mechanisms and be a powerful tool to model crystallization during non-isothermal processing of metallic glasses.





4. Conclusions


A modeling strategy describing the nucleation, growth and dissolution of intermetallic crystals in the Al-Cu-Zr glass-forming system was presented. The model is coupled to a CALPHAD database, thereby, allowing for composition- and temperature-dependent thermodynamic properties and accounting for non-ideal mixing interactions of the deeply undercooled liquid phase. The diffusion-controlled growth rate was obtained by solving the non-linear equilibrium equations at the interface between the matrix and the particle. The model allows for solubility in both the solid and liquid phases and is valid under high supersaturation.



The modeling strategy can be used to predict the particle number density distribution, volume fraction and changes in composition as a function of time for a certain phase during a specific heat treatment. The capability of the model was studied by application to crystallization in the Al-Cu-Zr system. The crystallization of intermetallic     Al , Cu  m   Zr n    phases from the undercooled liquid phase were simulated under isothermal as well as non-isothermal conditions.



The model accurately predicted the asymmetry in the critical heating/cooling rate and the formation, growth and dissolution during cooling and heating. The obtained time–temperature transformation and continuous-cooling/heating transformation diagrams agree satisfactorily with the experimental data over a wide temperature range, thus, demonstrating the predictability of the modeling approach.
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Figure 1. (a) Gibbs energy curves and the chemical driving force   d c   of the    Al 3   Zr 4    phase at   T = 800   K (Computed using Equation (4)). (b) Intermetallic phases with the highest chemical driving force   d c   in    Al 10   Cu 30   Zr 60    at low temperatures. 
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Figure 2. (a) Growth rate v, (b) supersaturation S and (c) molar fraction at the matrix side   x i  α β    as a function of the particle size during growth of   CuZr 2   at   T = 1000  K  . The stars indicate the maximum growth rate. 
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Figure 3. The nucleation rate (dashed line, left scale) and maximum growth rate (solid line, right scale) of the   CuZr 2   and    Al 3   Zr 4    phases from a matrix composition of    Al 10   Cu 30   Zr 60   . 
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Figure 4. Numerically obtained TTT-diagrams of the   CuZr 2   phase from a matrix composition of    Al 10   Cu 30   Zr 60    during heating followed by holding (red) and isothermal simulations (dark blue). The onset, peak and endset of the flash DSC measurements on AMZ4 obtained upon heating (green) and cooling (purple) followed by holding as presented in [47] are included for comparison. Low-temperature DSC measurements on AMZ4 are also included [45]. The black dashed line shows the computed TTT-diagram using the maximum growth rate from Figure 3 as a constant rate. 
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Figure 5. The numerically obtained crystallization temperatures of the   CuZr 2   phase from a matrix composition of    Al 10   Cu 30   Zr 60    during continuous heating (red) and cooling (dark blue) rates. The experimentally measured onset temperatures upon heating (yellow) and cooling (purple) [45,47]. 
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Table 1. The material parameters used in the simulations.
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	     V m am    [  cm 3   mol  − 1   ]     
	     r 1    [ Å ]     
	     T g    [ K ]     
	     η 0    [  10  − 5    Pas ]     





	Value
	   11.54   
	   3.05   
	667
	   4.72   



	Ref.
	[44]
	[49]
	[33]
	[33]
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Table 2. The reported experimental and computed critical cooling   β c  c r i t    and heating   β h  c r i t    rates as well as the predicted associated residual particle density N, mean radius   r ¯   and crystalline volume fraction f.
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	Exp.     β crit    [  Ks  − 1   ]     [47]
	Comp.     β crit    [  Ks  − 1   ]    
	Comp.    N  [  m  − 3   ]   
	Comp.     r ¯    [ nm ]    
	Comp.    f  [ % ]   





	Cooling
	   2.5 ×  10 3    
	   5 ×  10 3    
	   3.8 ×  10 21    
	   1.92   
	   0.46   



	Heating
	   4.5 ×  10 4    
	   3 ×  10 6    
	   1.4 ×  10 16    
	422
	   0.45   
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Table 3. The computed residual particle density N, mean radius   r ¯   and crystalline volume fraction f obtained from cooling at given   β c   followed by heating at    β h  = 5 ×  10 6    Ks  − 1    .
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	Comp.     β c    [  Ks  − 1   ]    
	Comp.    N  [  m  − 3   ]   
	Comp.     r ¯    [ nm ]    
	Comp.    f  [ % ]   





	   5 ×  10 3    
	   5.4 ×  10 19    
	124
	   44.0   



	   5 ×  10 6    
	   3.5 ×  10 16    
	176
	   0.08   
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