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Abstract: This study focuses on predicting the fatigue life of notched specimens with geometries and
microstructure representative of welded joints. It employs 26 series of fatigue tests on welded and
non-welded specimens containing notches located in different material zones, including the parent
material, weld metal, and heat-affected zone. Overall, 351 test samples made of six structural steels
are included in the present evaluation. For each individual specimen, the stress concentration factor,
as well as the stress distribution in the notched section, was determined for subsequent fracture
mechanics calculation. The latter is employed to estimate the fraction of fatigue life associated
with crack propagation, starting from a small surface crack until fracture. It was shown that the
total fatigue life can be realistically predicted by means of fracture mechanics calculations, whereas
estimates of the fatigue life until macroscopic crack initiation are subject to numerous uncertainties.
Furthermore, methods of statistical data analyses are applied to explore correlations between the
S–N curves and the notch acuity characterized by the notch radius, opening angle, and the stress
concentration factor. In particular, a strong correlation is observed between the notch acuity and the
slope of the S–N curves.

Keywords: notch fatigue analysis; finite element analysis; fracture mechanics; stress gradient; notch
acuity; S–N curves; statistical methods; artificial notches

1. Introduction

The fatigue life of engineering structures is a complex process that can be divided
into several phases. Simplifying this process, three superordinate phases—crack initiation,
fatigue crack propagation, and unstable crack growth—are typically considered for the
design of engineering structures. In fact, these phases are usually assessed individually.
The first phase ends when a small crack has nucleated which is of the size of characteristic
microstructure dimensions, e.g., grain size [1]. The second phase is defined by steady
fatigue crack propagation. Both phases are primarily governed by the magnitude of cyclic
loads. Finally, the third phase is described by unstable crack propagation when approaching
the load-carrying capacity of a structure or component. While the first two phases govern
the majority of service life, the last phase can be neglected in the fatigue life analysis.

Typically, different fatigue assessment methods are applied to estimate the duration
of the fatigue crack initiation and propagation phase, e.g., stress-based fatigue concepts
for crack initiation or linear elastic fracture mechanics for crack propagation. Even ad-
vanced methods that enable a joint estimation of fatigue crack initiation and propagation

Metals 2022, 12, 615. https://doi.org/10.3390/met12040615 https://www.mdpi.com/journal/metals

https://doi.org/10.3390/met12040615
https://doi.org/10.3390/met12040615
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/metals
https://www.mdpi.com
https://orcid.org/0000-0001-9266-1698
https://orcid.org/0000-0002-6028-6085
https://doi.org/10.3390/met12040615
https://www.mdpi.com/journal/metals
https://www.mdpi.com/article/10.3390/met12040615?type=check_update&version=4


Metals 2022, 12, 615 2 of 24

behavior—such as the IBESS procedure [2]—rely on a large number of assumptions or
require additional tests to define relevant input parameters.

Different methods have been developed and are still being developed for a holistic
fatigue life assessment; however, distinguishing the different phases for welded compo-
nents is a complex procedure and often relies on assumptions, such as transition crack
sizes [3,4]. This is exacerbated by the fact that the ratio between the number of cycles to
crack initiation and propagation is typically influenced by the magnitude of external loads:
the lower the applied loading, the longer the crack initiation portion [1,5]. Hence, this study
aims at shedding light on the relationship between fatigue crack initiation and propagation
in welded joints using artificially notched specimens with welded joint characteristics. For
this purpose, an extensive experimental database is evaluated including 351 welded and
non-welded specimens made of constructional steels of various strength levels, containing
notches with varying notch tip radius, opening angles, and notch depths, and positioned
in different material zones. The effect and significance of different influencing factors on
fatigue crack initiation and propagation, as well as on the shape of stress-life (S–N) curves,
is assessed both experimentally and numerically. Compared to other investigations in
the literature, e.g., [2,3,6–14], this study employs experimental fatigue data obtained on
specimens with both well-defined notch geometry and distinct notch location. This allows
for precise stress calculations and for distinguishing between crack propagation behavior
in different microstructural zones. Furthermore, for a significant number of the reference
fatigue tests, fatigue lives associated with short and long crack initiation are reported, and
this information is then used for validating the analysis approach. In addition, a large
number of the reference tests include specimens in stress-relieved conditions, which allows
for separating the effect of welding residual stresses from that of the notch acuity and
microstructure. A particular intention of this paper is to introduce a reproducible analysis
approach for predicting fatigue lives of welded joints using, where possible, conventional
fatigue crack growth tests, correlations between the hardness and strength properties of
particular weld zones, and a unique definition of an initial “technical” crack size. Such
an approach, described in Section 4.2, is shown to yield a good accuracy with a rather
moderate computational effort and a limited amount of material data required.

This paper, which is an extension of an earlier study [15], is organized as follows. In
Section 2, basic relations are introduced which are used further for the analysis of fatigue
crack initiation and propagation with a focus on welded joints. Section 3 describes the test
series and specimens involved in the present analysis, test procedures, and details of the
crack detection in some of the test specimens. Analysis methods applied for evaluating the
test results, including finite element and fatigue crack growth calculations, are described
in Section 4. A comparison of fatigue lives obtained experimentally and predicted by the
analysis, as well as their statistical evaluation, are given in Section 5. Finally, the main
findings of this study are discussed in Section 6.

2. Remarks on Fatigue Life Assessment of Welded Joints

Welded joints generally contain fabrication-induced notches that reduce fatigue strength
regardless of the presence of other (macro-geometrical) notch effects, as well as imperfec-
tions. Typically, the S–N curves for welded joints are steeper than those of base metal,
which is related to the notch effect. The respective slope is often fixed to k = 3 [16–19],
being argued by the fact that the crack initiation phase is short, and the majority of the
fatigue life is spent in crack propagation. It can be shown that under simplified conditions,
integration of the Paris–Erdogan law (da/dN = C · ∆Km) leads to an S–N curve with a
slope k equal to the exponent m [20].

As mentioned above, a fixed slope k = 3 is considered in most rules and recom-
mendations; however, in some documents, shallower slopes of k = 3.5 or k = 4.0 are
recommended for welded details with a low-stress concentration, such as high-quality
welds or welds with weld reinforcement removed [21]. Another difference between the ma-
jor guidelines is the position of the knee point. In some documents, it is set to Nk = 5 · 106
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cycles [18,19] or to Nk = 107 [16,21], whereas other documents assume a variable position
of the knee point depending on the weld details [22,23].

Typically, cracks initiate from one or more locations in weld transitions, such as weld
toes, starting from an imperfection or from the point of the highest stress concentration,
and retain an approximately semi-elliptical shape during their growth. Since the weld
geometry often varies considerably along the weld seam [24], a simplified weld shape is
usually considered in assessment procedures. Even though a considerable part of fatigue
life relates to crack propagation, welded joints are typically assessed using stress-based
concepts [16–18]. The respective design curves already include a variable amount of the
crack propagation portion that depends on the specimen shape, in particular, on the notch
acuity. In a more general case, the total fatigue life of a welded component until failure, N f ,
can be represented by a sequence of the crack initiation and fatigue crack growth (FCG)
events, as given by

N f = Ni + NFCG (1)

The first term in Equation (1), Ni, is usually estimated using a material S–N curve,
an appropriate multi-axial fatigue criterion together with the information on the local
stress gradient in the notch root, the highly loaded area and/or material volume, surface
roughness, etc. [1,19,25–27]. In the second term, NFCG, can be calculated based on the
fracture mechanics methodology [28], while starting from an initial macroscopic surface
crack with a size selected according to either the crack detection limit or some simplified
rules, see e.g., [29]. Such an initial crack is often considered to have a semi-elliptical shape
with a depth of a0 and the length of 2c0. For example, Fiedler et al. [27] define the initial
fatigue crack with a surface length ranging between 2c0 = 0.25 and 3 mm.

Within the framework of the linear-elastic fracture mechanics, the number of cycles
associated with the crack propagation stage can be calculated by numerically integrating
an FCG equation of

da/dN = f (∆K, RK, Ci) (2)

with ∆K = Kmax − Kmin being the stress intensity factor range, RK = Kmin/Kmax the stress
intensity ratio, and Ci denoting material parameters derived by fitting to experimental
data. The number of such parameters depends on the type of equation selected for the
particular application. In particular, for the analysis of the test data presented in Section 3.1,
a description of the FCG rates is required, including the stress ratio effect and a proper
estimation of the threshold value ∆Kth. This is achieved, e.g., by using an FCG equation of
the NASGRO type [30].

As the notch stress may exceed the yield strength, the initial surface crack a0 × 2c0
can be completely located within the plastically deformed material. Consequently, the
applicability of the linear-elastic fracture mechanics and ∆K as the crack driving force
parameter becomes questionable. In such a case, a properly defined cyclic J-integral,
∆J, [31–33] can be employed instead of ∆K to correlate with the fatigue crack growth rates.
Engineering estimates of ∆J [34,35] can be derived based on the reference stress method
incorporated in the failure assessment diagram approach [28,36].

3. Experimental Data
3.1. Specimens

For this study, welded joints were manufactured with artificial notches of different
notch acuity (different radii and opening angle) to separate the effect of varying notch
shape along weld seams from other important influencing factors (loading, geometry, and
material characteristics) and to determine the effect of those on fatigue crack initiation and
propagation, as well as on the shape of the S–N curves. In addition, well-documented
fatigue data on similar specimens from the literature (Fischer et al. [37], Baumgartner [38])
were included in the evaluation, Tables 1 and 2. This is the reason for the range of different
specimen geometries.
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Table 1. Overview of artificially notched welded specimens.

Steel Type
Opening
Angle ω

[◦]

Notch
Radius r

[mm]

Notch
Depth d

[mm]

Stress
Concentration

Factor Kt
[-]

Width in Crack
Growth Direction w

[mm]

Thickness t
[mm]

Number of
Notches

Nominal
Stress

Ratio R

Series
Number

S235JR + N HAZ 0 0.15 3 8.33 9.5 20 1 −1 1
HAZ 135 0.15 3 5.64 9.5 20 1 −1 2

S355MC HAZ 15 0.05 5 12.3 8 8 2 0 23
HAZ 135 0.05 5 6.55 8 8 2 0 22
HAZ 180 ∞1 5 ~1 8 8 – 0 24

S355J2 + N HAZ 0 0.15 3 8.33 9.5 20 1 −1 5
HAZ 135 0.15 3 5.64 9.5 20 1 −1 6
HAZ 135 0.5 3 3.82 9.5 20 1 −1 7
WM 135 0.15 3 5.64 9.5 20 1 −1 8

S690QL1 HAZ 0 0.15 3 8.33 9.5 20 1 −1 10
HAZ 135 0.15 3 5.64 9.5 20 1 −1 11
WM 160 10 10 1.44 10 15 2 −1 16
WM 0 0.15 3 8.33 9.5 15 1 −1 17

S960QL HAZ 15 0.05 5 12.3 8 8 2 0 26
HAZ 15 0.5 5 4.08 8 8 2 0 25
HAZ 135 0.05 5 6.55 8 8 2 0 29
HAZ 135 0.5 5 3.10 8 8 2 0 28
HAZ 180 ∞ 1 5 ~1 8 8 – 0 27

1 unnotched specimens with a constant cross-section.

Table 2. Overview of base material-type specimens.

Steel Type
Open-ing
Angle ω

[◦]

Notch
Radius r

[mm]

Notch
Depth d

[mm]

Stress
Concentration

Factor Kt
[-]

Width in Crack
Growth Direction w

[mm]

Thickness t
[mm]

Number of
Notches

Nominal
Stress Ratio R

Series
Name

S355J2 + N 135 0.15 3 5.64 9.5 20 1 −1 4
0 0.15 3 8.33 9.5 20 1 −1 13

QStE380TM 15 0.05 5 12.3 8 8 2 0 18
15 0.5 5 4.08 8 8 2 0 20
135 0.05 5 6.55 8 8 2 0 19
135 0.5 5 3.10 8 8 2 0 21

S690QL1 0 0.15 3 8.33 9.5 15 1 −1 15
160 10 10 1.44 10 15 2 −1 14

The specimens show typical weld characteristics: firstly, they have different sharp
notches with a notch opening angle of 0◦ ≤ ω ≤ 15◦ (weld root failure at partial penetration
welds), ω = 135◦ (weld toe failure at fillet welds), ω ≥ 160◦ (mild weld toe at the butt joint)
and ω = 180◦ (butt joints ground flush). Secondly, the notch radius is typically very small
but varies strongly depending on the welding process. This fact is considered by using
radii down to r = 0.05 mm. The majority of specimens were machined from MAG-welded
butt joints with the notch placed in the heat-affected zone (HAZ) or the weld metal (WM),
Table 1. These specimens were stress relieved by annealing after welding. Additionally,
some specimens were investigated from non-welded plates, Table 2, referred to as base
metal (BM) specimens. Overall, six different steel grades were considered, ranging from
S235 to S960.

Figure 1 shows schematically the specimen geometries employed in this study. These
can be divided into two groups: some of the specimens have two symmetrical notches,
whereas the others are notched asymmetrically, which assures crack initiation at the speci-
men side with a sharper notch.

3.2. Specimen Characterisation

To characterize the specimens, measurements of the actual geometry after specimen
preparation and of hardness values were performed. The results of the hardness measure-
ments are presented in Figure 2. For the welded joints, measurements were performed
either for all relevant zones (BM, HAZ, and WM) and for top, middle and bottom layers
(S235JR + N, S355J2 + N, S690QL1) or only for the zones where the crack initiation occurred
(S355MC, QStE380, S960QL).
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Figure 1. Overview of the specimens used for the evaluation (schematic, not to scale).
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Figure 2. Hardness measurements for the six steel grades with results for the different zones and
layers of the welded plates according to ISO 6507-1:2005, data from [39].

3.3. Specimen Preparation

The specimens for test series 1–17 (asymmetric notch geometry) were taken from
welded plates with reinforcements removed by grinding. For this, two plate strips were
joined by manual metal active gas welding using an X-butt joint with corresponding weld
preparation and several alternating weld passes (eight layers for S235 and S355; 14 layers
for S690). Most of the plate strips were fixed in a relatively stiff frame during welding in
order to reduce the axial misalignment and the induced angular distortion. Afterward,
stress annealing was applied to the welded plates.

In the next step, the individual specimens of each series were saw-cut from the
butt-welded plates. The specimens were 400 mm long, 20 mm wide, and 15 mm thick.
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Then the side surfaces in the direction of the welding were polished and acid-treated to
make the HAZ visible with the aim to place the notch tip in a controlled way. Finally,
the intended surface notches were produced by wire electro-erosion, resulting in a net
thickness w = 9.5 mm.

In case of relatively large misalignments on a specimen, its ends were additionally
milled over 60 mm in length. Thus, high additional stresses caused by clamping the
specimens in the testing machine were avoided.

Furthermore, each individual specimen’s geometry and the existing axial and angular
misalignments were measured. Because of misaligned specimens, the notch depth d of
the rounding and the notch vary amongst specimens, but w is fixed. The individual notch
depths were also measured.

The specimens for test series 18–29 were taken from plates with a thickness of
t = 10 mm. Whereas the plate made from QStE380TM was non-welded, the plates made
from S355MC and S960QL were MAG-welded as a butt joint in an X-configuration. Both
sides of all plates were ground to reach a final thickness of t = 8 mm. The final speci-
men geometry was extracted from the plates by wire electro-erosion, Figure 3. For test
series with notches in the heat-affected zone, the notches were positioned after etching the
plate edges.
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3.4. Test Procedure

The existing misalignments on specimens of series 1–17 cause additional bending
stresses after clamping which interfere with the applied nominal tensile stress. Both stresses
are included in the structural stress, which was measured by strain gauge 2 (denoted as
“DMS 2“ in Figure 4) during a static pre-test for each specimen. The gauge was bonded on
the specimen surface at a distance of 160 mm from the end so that the related signal was not
affected by the notch. The opposite strain gauge “DMS 3” was applied to a few specimens
only to verify the stress distribution over the thickness. Moreover, the strain gauge “DMS 1”
was used to detect crack initiation by measuring an altered strain distribution due to the
presence of a crack.
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The specimens at the ends that are not milled had different local stress ratio’s Rnotch
at the notch, which was caused by the angular misalignments. For the consistency of
their evaluation in terms of S–N curves, all test results were adjusted to Rnotch = 0. For
this purpose, a mean stress correction f (Rnotch) was applied. For notched specimens with
ω = 135◦ from Fischer et al. [37], f (Rnotch) was taken from the recommendations of the
International Institute of Welding [16] for stress-relieved welded joints. The correction
factor used for the sharp notch was experimentally determined by evaluating test results
gained under two nominal stress ratios R = −1 and R = 0. The difference with respect
to the mean fatigue strength (survival probability of P = 50%) at N = 2 · 106 cycles is
the mean stress effect, being a factor of 1.67, which is experimentally determined. For
the base material specimens, the values of f (Rnotch) were estimated according to the FKM
guidelines [19]. Finally, the corrected structural stress ranges were used as the loading
condition in the finite element (FE) analyses, aiming to compute the local fatigue parameter
at the notch tip (the stress gradient, for instance).

Fatigue testing machines with hydraulic clamps were used in all tests. The tests were
performed under a constant force range, at room temperature, at a frequency of about
f = 32 Hz, on average. The nominal stress ratio was R = 0 for test series 1–17 and R = −1
for series 18–29. Each test was conducted until the specimen’s failure with the related
number of cycles denoted by Nf; however, a test was stopped between NG = 2 · 106 and
NG = 1 · 107 cycles when either an initial crack was not visually detected and a decrease in
the strain gauge signal, if available, was not noted. Then, the specimen was marked as a
run-out and was re-tested to fracture under a larger nominal stress range. In case a crack
initiation was detected before NG cycles, the test was continued until failure.

3.5. Crack Detection

Two methods were applied for crack detection. Crack length foils were bonded to the
side surface of specimens of the series 13, 15, and 17. For series 13, the first resistor strand
was located approx. 0.5 mm below the notch root. The measures were aimed at originally
catching the crack propagation quantitatively. For series 15 and 17, a similar method was
used with 0.1 mm spacing between the strands and 0.1 mm distance to the notch root, see
Figure 5a. For series 18–29, a digital camera was used for the optical detection of crack
initiation and propagation on some of the specimens, see Figure 5b, with a resolution of
approx. 150 pixels per mm. Pictures of the notches were taken at isochronous timing. For
every test specimen, a minimum of 50 pictures were recorded. In order to improve the
resolution of the crack initiation detection, a very small layer of a mixture of zinc oxide and
glycerin was applied on the notch surface. With this approach, crack length on the surface
down to 0.2 mm could be made visible. For the evaluation of cycles to crack initiation, a
crack length of 0.5 mm on the surface was used as the failure criteria.
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The pictures were evaluated visually. As the first crack initiation criterion, a crack
length on the surface of 1.0 mm was chosen as a small crack initiation. As soon as the
first cracks appeared on the side surface of the specimen, the failure criterion of the
long crack initiation was assigned. Similarly, crack initiation and propagation were monitored
and assigned to the different stages by assessing the changing strain signals of the crack
detection gauges, see Figure 6.
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Figure 6. (a) Strain signal measurement of two crack gauges at top and bottom side over a number of
cycles for a specimen of the series 15; (b) Crack lengths derived from strain signals.

3.6. Statistical Evaluation of Fatigue Test Results

In the statistical evaluation, the following parameters of the S–N curves were identified:

• endurable nominal stress at the knee point ∆σn,k,
• number of cycles at the knee point Nk,
• slope of the S–N curve in the high cycle fatigue regime (N ≤ Nk),
• slope of the S–N curve in the very high cycle regime (N > Nk).

Since k∗ is quite difficult to identify [40], it was set to k∗ = 45 according to Sonsino [41].
The statistical evaluation of the S–N curve was performed using the maximum like-

lihood method [40]. A mathematical best fit S–N curve was calculated, Figure 7 (left), by
varying the knee point, Figure 7 (right), and identifying the one with the highest probability,
i.e., with the smallest value of the support function [42] that is the natural logarithm of the
probability. It must be mentioned that this location of the knee point does not necessarily
align with the one leading to the smallest standard deviation or the scatter defined as
TS = ∆σ(PS = 90%)/∆σ(PS = 10%). The results of the statistical evaluation are the S–N
curve parameters for all test series, Table A1.
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4. Calculations
4.1. Stress Calculations

In order to perform the crack initiation or crack propagation assessment, FE models
were set up based on the recommendations for mesh refinement for different effective
stress methods by Braun et al. [43]. Accordingly, 32 elements per 360◦ with quadratic shape
function are sufficient to accurately determine effective stresses at the notch, see Figure 8.
As mentioned in Section 3.4, for the specimens affected by misalignment, the structural
stress at strain gauge “DMS 2” consists of membrane stress and bending stresses that are
caused either by clamping or tensioning the axially misaligned specimen with milled ends
(secondary bending stress), see Fischer et al. [37]; therefore, the structural stress range
applied in the FE analyses is equal to the membrane stress because the constant clamping
stress vanishes and the secondary bending stress is negligibly small. In the case of milled
specimen ends, the clamping stress does not exist, hence, the applied structural stress range
results from a superposition of membrane and bending stress.

Metals 2022, 12, x FOR PEER REVIEW 9 of 26 
 

 

varying the knee point, Figure 7 (right), and identifying the one with the highest proba-

bility, i.e., with the smallest value of the support function [42] that is the natural logarithm 

of the probability. It must be mentioned that this location of the knee point does not nec-

essarily align with the one leading to the smallest standard deviation or the scatter defined 

as 𝑇𝑆 = Δσ(PS = 90%)/Δσ(PS = 10%). The results of the statistical evaluation are the S–N 

curve parameters for all test series, Table A1.  

 

Figure 7. Example of a statistical evaluation of an S–N curve with maximum likelihood (test series 

18). Left: Evaluated S-N curve, right: S-N curve parameters in relation to the position of the knee 

point 𝑁𝑘 

4. Calculations 

4.1. Stress Calculations 

In order to perform the crack initiation or crack propagation assessment, FE models 

were set up based on the recommendations for mesh refinement for different effective 

stress methods by Braun et al. [43]. Accordingly, 32 elements per 360° with quadratic 

shape function are sufficient to accurately determine effective stresses at the notch, see 

Figure 8. As mentioned in Section 3.4, for the specimens affected by misalignment, the 

structural stress at strain gauge “DMS 2” consists of membrane stress and bending stresses 

that are caused either by clamping or tensioning the axially misaligned specimen with 

milled ends (secondary bending stress), see Fischer et al. [37]; therefore, the structural 

stress range applied in the FE analyses is equal to the membrane stress because the con-

stant clamping stress vanishes and the secondary bending stress is negligibly small. In the 

case of milled specimen ends, the clamping stress does not exist, hence, the applied struc-

tural stress range results from a superposition of membrane and bending stress.  

 

Figure 8. Parametric finite element model of the investigated specimens presented exemplarily for
one specimen of series 7.

For each specimen, the stress profiles are then obtained from the location of the first
principal stress (at the notch root) and in the crack growth direction. Examples of stress
gradients obtained for all specimens of series 6 (S355, r = 0.15 mm, ω = 135◦, WM)
and 1 (S235, r = 0.15 mm, ω = 0◦, HAZ) are presented in Figure 9. Differences in stress
gradients are clearly visible from the comparison, which are due to varying applied nominal
stresses as well as different ratios between the membrane and bending stress; however, the
normalized gradients are almost identical. Hence, only one line is visible on the right-hand
side in Figure 9.

4.2. Fatigue Crack Growth Calculations

To support fracture mechanics calculations, fatigue crack growth data for construction
steels were collected describing the FCG rates both in the threshold and in the Paris regime
at various stress ratios. Among the results available in the literature, Zerbst [44] provides
comprehensive data for the materials S355NL and S960NL, shown as symbols in Figure 10.
Note that a considerable number of welded specimens described in Section 3 exhibited
misalignment and thus were subjected to superimposed tension and bending loading
during fatigue testing (Section 4.1). Consequently, the nominal stress ratio, R, varied
from specimen to specimen, while the stress intensity ratio, RK, additionally varied in the
course of crack propagation as a function of the crack depth. To consider this effect, the
experimental data [44] were smooth curve fitted by the NASGRO-type function [30], as
shown by the curves in Figure 10. These were employed for all specimens of the same
material designation, however, without distinguishing between the base material, weld
metal, and heat-affected zone. Moreover, since no sufficient data were found for other
materials specified in Tables 1 and 2, the following assumptions were made:
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• FCG curves for S355NL, Figure 10a, were adopted for S235JR + N, S355MC, S355J2 + N
and QStE380TM,

• FCG curves for S960NL, Figure 10b, were adopted for S690QL.
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(a) S355J2+N WM, r = 0.15 mm,  = 135°

(b) S235JR+N HAZ, r = 0.15 mm,  = 0°

Figure 9. Exemplary stress gradients in crack growth direction of the specimens of series 6 (a) and
1 (b), as well as corresponding stress gradients normalized with the maximum principal stress at the
notch tip.
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In the fatigue crack growth calculations, an initial semi-circular surface crack was
considered to be located in the notch root at the center of the specimen thickness, t. Such a
crack, referred to as a short crack (index “sc”), was assumed to have unique dimensions
for all test specimens: the crack depth of asci = 0.5 mm, and the crack length of 2csci = 1
mm similar to the recommendation by Radaj et al. [1]. Thereafter, two stages of crack
propagation were analyzed. The first one corresponds to the growth of the initial short
crack until complete penetration through the specimen thickness, ending up at 2c = t
and a = alc. Here, alc denotes the depth of a resulting through-thickness, or long crack.
Subsequent crack growth, starting at a = alc until final fracture, corresponds to the second
stage of crack propagation. The total fatigue life associated with fatigue crack propagation,
NFCG in Equation (1), is then determined by

NFCG = Nsc + Nlc (3)

where Nsc and Nlc are the load cycles associated with the first and the second stages,
respectively. Given the total fatigue life, N f , and provided the quantities on the right-hand
side of Equation (3) can be estimated by fracture mechanics calculations, the number of
load cycles until short crack and long crack initiation can be deduced from

Nsci = N f − Nsc − Nlc (4)

and
Nlci = N f − Nlc (5)

respectively.
High-stress concentration factors (maximum elastic stress at the notch root divided by

the nominal stress, see Section 4.1), reported in Tables 1 and 2, suggest that a significant
amount of the tested specimens revealed plastic deformations in the notch root at a potential
crack initiation location. As mentioned in Section 2, the linear-elastic fracture mechanics
methods need to be modified in such a case to account for material yielding. For this
purpose, an analytical approach is adopted in the present study, as described below.

Given the upper and the lower stress intensity factors in a load cycle, Kmax and Kmin,
their plasticity corrected values are calculated based on the FAD methodology:

KJ,max =
Kmax

f (Lr,max)
, KJ,min =

Kmin
f (Lr,min)

. (6)

Here, f (Lr) is the failure line according to [36], and Lr the plasticity parameter deter-
mined from the reference stress or, alternatively, from the plastic limit load for a particular
crack configuration. Thereby, the plasticity correction applies only to an open crack: in the
case of Kmin ≤ 0 or Kmin ≤ Kmax ≤ 0, the denominator in Equation (6) is set to f (Lr) = 1.
Accordingly, the following two parameters

∆KJ = KJ,max − KJ,min, RKJ =
KJ,min

KJ,max
. (7)

substitute the ∆K and RK values in the fatigue crack growth equation.
Note that this definition of an “effective” stress intensity factor range, ∆KJ , differs

from those suggested in [34] or [35]. First, it does not involve a crack closure term for which
the estimate is rather ambiguous. Second, it seems that using the whole range ∆Lr instead
of Lr in Equation (6) may lead to an overestimation of the crack driving force at RK < 0 and
vice versa at RK > 0. Note also that no residual stresses were considered in the analyses
since most of the welded specimens were stress annealed after their manufacturing.

When calculating the first FCG stage, Nsc or short crack growth, the stress intensity
factor and the parameter Lr were evaluated using the corresponding solutions for a plate
with a semi-elliptical surface crack according to [45,46]. In the second FCG stage, Nlc or
long crack growth was analyzed based on the model of an extended surface crack of a
constant depth, and respective K and Lr solutions from [47,48].
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The calculations of the function f (Lr) require the knowledge of the material yield
strength, Rp0.2, and the ultimate strength, Rm. Those properties were not available for
all the material zones and steel grades considered. Therefore, and for the sake of consis-
tency, the strength properties were estimated in all cases based on correlations with the
hardness HV [49]:

Rp0.2 = −90.7 + 2.876HV, Rm = −99.8 + 3.734HV (8)

The results of the hardness measurements are summarized in Figure 2.

5. Results
5.1. Assessment of Fatigue Test Results

To be able to assess the accuracy of the fatigue crack growth calculations, the effects on
the measured crack initiation and propagation behavior were first assessed. Typically, the
ratio between the number of cycles until crack initiation and fracture is influenced by the
magnitude of the applied loading, see Radaj et al. [1] and Murakami [5]. As specimens with
a wide range of stress concentration factors Kt were tested, the ratio between experimental
cycles to short Nsci,exp and long crack initiation Nlci,exp to the cycles to fracture N f ,exp are
plotted over the applied notch stress range ∆σnotch in Figure 11. The latter is defined as the
product of nominal stress ∆σnom and stress concentration factor Kt. All results are corrected
to Rnotch = 0 with the aforementioned mean stress correction functions f (Rn).
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Figure 11. Comparison of ratios between (a) cycles until short or (b) long crack initiation with cycles
to fracture (notch stress range mean stress corrected to Rnotch = 0).

Two different types of correlation coefficients are determined to assess the statistical
interference between the applied notch stress range ∆σnotch and the ratios Nsci,exp/N f ,exp
and Nlci,exp/N f ,exp. The first one is the Pearson correlation coefficient, which determines a
linear correlation between two variables based on their covariance, divided by the product
of their standard deviations. The second one is Spearman’s rank correlation, which assesses
whether there is a monotonic relation between both input parameters. Hence, it is also
capable of assessing non-linear relations. Pearson’s correlation coefficient is not suitable for
such relations. This is an important aspect, as the relation between the number of cycles
to failure and the applied loading follows a power law (Basquin’s equation). This effect
is expected to be accounted for more effectively by Spearman’s rank correlation than by
Pearson’s correlation.

In addition, Spearman’s rank correlation is relatively robust against outliers [50].
Definitions of moderate to strong correlations vary in the literature; however, values above∣∣rxy

∣∣ = 0.7 are often associated with strong correlation and values below
∣∣rxy

∣∣ = 0.3 are
typically considered weak.
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From Figure 11a, moderate Pearson’s and Spearman’s type correlations between the
ratio Nsci,exp/N f ,exp are observed. In contrast, an almost strong correlation is determined
between the ratio Nlci,exp/N f ,exp in Figure 11b. This effect is thought to be related to two
aspects. First, there is more data available for long crack initiation Nlci,exp, as the crack
detection gauges cannot detect a semi-elliptical surface crack on the surface of the notch,
and second, it is more difficult to determine a small semi-elliptical crack reliably. This
can also be seen by the larger scatter of results for small to moderate notch stress ranges
∆σnotch < 500 MPa in Figure 11a—ranging from almost immediate crack initiation to crack
initiation just before final fracture.

In summary, the results agree with the general understanding that the crack initiation
portion dominates in the high-cycle fatigue regime whereas, for crack propagation in the
medium- and low-cycle fatigue regime, see Radaj et al. [1].

5.2. Comparison of Fatigue Test Results and Fatigue Life Estimates Based on FCG Calculations

Figure 12a is a plot of fatigue lives for the notched specimens measured experimentally,
N f ,exp, and those predicted by fracture mechanics calculations, NFCG,pre. The latter does
not include the load cycles Nsci required for short crack initiation and, thus, tend to
underestimate the total fatigue life. Indeed, for 77% of all data, the calculated points
are allocated below the 1:1 line in the diagram. At the same time, almost all data are
located within a threefold scatter band bound by the 1:3 and 3:1 lines. An exception is
mainly for the tests classified as runouts (no crack initiation), while an initial crack was
inevitably assumed in the fracture mechanics calculations. Another exceptional point
is located above the 1:3 line, in the area of non-conservative prediction, and relates to
an S690QL HAZ sample with the notch characteristics ω = 135◦, R = 0.15 mm, and
Kt = 5.64 (test series 11). This outlier can be explained by (i) uncertainties in the material
data assumed for S690QL and its HAZ, and (ii) the fact that the respective sample was
tested at a stress level considerably exceeding the yield strength. As a consequence, that
sample revealed the shortest lifetime, N f = 10, 056 cycles, of all samples in test series 11.

Figure 12b compares predicted fatigue lives until short crack initiation, Equation (4),
with the corresponding experimental results. On average, most data points in the dia-
gram are allocated around the 1:1 line, thus suggesting that the fracture mechanics model
reasonably predicts short crack initiation. A large scatter of the results can be explained
by numerous uncertainties in the input data and underlying assumptions, e.g., material
properties and inaccuracies of their approximation (Figure 10), initial crack size and crack
initiation site selected to be fixed for all specimens, deterministic approach adopted in this
study. Additional uncertainties may arise due to the limited capabilities of the detection of
short cracks during the tests. For the sharply notched specimens, no uncertainties should
result from defects or material flaws due to the manufacturing process, since geometrically
well-defined artificial notches were included. Only for the unnotched specimens could
flaws in the material have had an impact. Some of the uncertainties mentioned above
are eliminated after a long crack has been initiated. This is demonstrated in Figure 12c,
which shows a good agreement between fatigue lives predicted until long crack initiation,
Equation (5), and the related experimental observations.

A more detailed view of the results can be gained by plotting them in an S–N diagram
for each individual test series, Figure 13. For test series 18, where specimens have a sharp
notch (r = 0.05 mm, ω = 15◦), a good correlation between the number of cycles calculated
by fracture mechanics (solid black line) and the total fatigue life (red symbols) can be
observed. Accordingly, the lifetime is slightly underestimated by a factor of 2. The ratio
between the cycles until long crack initiation and fracture is comparable to the fatigue tests
and calculations. The respective ratio corresponds to the difference between the orange
and red symbols, on the one hand, and between the grey and black lines, on the other hand.
However, the number of cycles to crack initiation Nsci,pre, estimated by subtracting the total
cycles calculated for crack growth from the experimentally determined cycles to fracture,
appears to be considerably overestimated as compared to the experimental results. This
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result for the sharply notched specimens, Figure 12a, is mainly explained by a small fraction
of the Nsci,exp cycles in the total fatigue life, N f ,exp, which constitutes 2–12%. Consequently,
any inaccuracy relating to the fracture mechanics model may have a large impact on
the estimated number of cycles Nsci,pre. In contrast, a rather good correlation between
experimentally determined and numerically calculated crack initiation cycles is obtained for
test series 21 involving specimens with a comparatively mild notch (r = 0.5 mm, ω = 135◦),
especially those tested in the HCF regime. A larger deviation between Nsci,pre and Nsci,exp
at higher stress amplitudes is probably caused by overestimating crack growth rates.

5.3. Statistical Assessment of Influencing Factors

The parameters of the S–N curve were derived from a statistical evaluation using the
maximum likelihood method; however, from this evaluation, no measure of the accuracy
can be deduced. To test the reliability of the results of the statistical evaluation, a boot-
strapping approach was used. For each test series, 1000 resamples with replacements were
evaluated. Each resample had the same number of cycles as the original test series and was
again analyzed statistically by maximum likelihood. To avoid unrealistically steep slopes
of the S–N curves, the minimum slope was set to kmin = 1. As a result, 1000 S–N curves
were derived for one test series with identified individual values of ∆σk, Nk and k. The
variation of the S–N curve parameters and subsequently the accuracy of these values can
be visualized in distribution plots, Figure 14.
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Figure 13. Comparison of S–N data: experimentally derived for three failure criteria, numerically
calculated cycles for short crack growth and total crack growth, and derived crack initiation cycles.
Material QStE380TM BM.

The width of the filled areas in Figure 14 represents the distribution of the parameters k,
Nk and ∆σn,a,k. A small variation of the parameters is indicated if the distribution has a small
height, such as that shown for slope k of test series 1. A high variation, as identified, for
example, for the slope of test series 2, stands for a high scatter in the S–N data. It indicates
that the determined (mean) values might not represent the real parameters. In addition,
the derived mean values are plotted with a white dot. The parameters in a range between
the 1st and 3rd quartile can be identified by the black line. Next to the distribution of the
S–N parameters, their coefficient of variation (CV) is also plotted showing a standardized
measure of the dispersion of the probability distribution.

As can be seen, some test series show quite a low scatter in all parameters k, Nk and
σn,a,k, such as 1, 4, or 20. For some other test series, such as 2, 16, or 26–27, quite a high
scatter can be identified. This can directly be attributed to a comparatively high scatter in
the original S–N data and a small number of overall tests. Even if the values of the slope
and the knee point show high variations, the variation of the endurable stresses at the knee
point is comparatively low. It is important to mention that the distributions determined
by bootstrapping should be interpreted with care since they are based only on a few data
points, the available S–N data; however, the distributions give a good understanding of the
reliability of the determined parameters.

In a subsequent step, a correlation analysis between

• shape parameters of the S–N curve k and Nk,
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• geometric properties of the specimens r and ω and
• stress concentration factor Kt

was performed. For this, the average values of the slope and the knee point of
all 1000 resamples, kmean and Nmean, as well as their standard deviation, kstd and Nstd,
were calculated.
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Figure 14. Evaluation of the slope k, location of Nk, σn,k,a and the coefficient of variation (CV) of all
test series determined by bootstrapping (minimum slope was set to kmin = 1 ).

Again, two different types of correlation coefficients, Pearson’s and Spearman’s, are
determined to assess the statistical interference between the parameters of the S–N curve
derived by the maximum likelihood method and other influencing factors (geometrical
parameters and hardness). The first one is the Pearson correlation coefficient and the second
is Spearman’s rank correlation, which is capable of assessing non-linear relations. This is an
important aspect, as some parameters are typically expected to have a non-linear impact,
e.g., the notch radius on the stress concentration factor. As mentioned before, a correlation
above

∣∣rxy
∣∣ = 0.7 is often associated with a strong correlation and values below

∣∣rxy
∣∣ = 0.3

are typically considered weak.
The results for both types of correlation coefficients are presented in Figure 15 as

correlation matrices. Therein, the magnitude of the correlation is displayed by its color
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intensity. In other words, darker colors on both sides of the contrasting spectrum are
associated with stronger correlations.
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Pearson (linear) and (b) Spearman’s (non-linear) rank correlation coefficient.

The main findings from the assessment of correlation coefficients are as follows:

• The highest correlation (marked by “1” in Figure 15) between two variables is observed
between the stress concentration factors and the mean slope exponents determined
by bootstrapping (|rPearson| = 0.72 and

∣∣rSpearman
∣∣ = 0.79). In addition, moderate

correlations are determined between the mean slope exponents and the notch radius
(|rPearson| = 0.37 and

∣∣rSpearman
∣∣ = 0.55), as well as an opening angle (|rPearson| = 0.33

and
∣∣rSpearman

∣∣ = 0.56), marked by “2” and “3”, respectively.
• Unsurprisingly, moderate to strong correlations are also observed for the relation

between stress concentration factors, and either the notch radius (|rPearson| = 0.48
and

∣∣rSpearman
∣∣ = 0.77) or the opening angle (|rPearson| = 0.65 and

∣∣rSpearman
∣∣ = 0.71),

marked by “4” and “5”, respectively.
• The reason for the higher Spearman-type correlations for the aforementioned parame-

ters is expected to be related to their non-linear interaction, which is expected to be
better assessed using a non-linear type of correlation coefficient.

• While there is a Pearson correlation (marked by “6”) between the mean and scatter
of the slope exponents (|rPearson| = 0.7), there is no such correlation according to
Spearman’s rank correlation. Assessing the results, it is found that the strong Pearson
correlation is related to one outlier. This supports the assumption that a Pearson
correlation coefficient is more prone to outliers.

• Additionally, a moderate correlation is observed between the means of the knee
points and the means of the slope exponents (|rPearson| = 0.54 and

∣∣rSpearman
∣∣ = 0.49)

and a fairly strong correlation between the standard deviations of both variables
(|rPearson| = 0.65 and

∣∣rSpearman
∣∣ = 0.76), marked by “7” and “8”, respectively. The

second correlation is thought to be systematically related to the general increase in
scattering in the fatigue test results with decreasing notch acuity.

In addition to the correlation matrixes, a symbolic regression was conducted with the
same input data using the Python toolkit sklearn. As identified in the correlation matrices,
the slope k has a strong correlation to Kt and can be expressed by Equation (7). The slope
gets steeper with increasing stress concentration.

k = 6.6−
√

Kt (9)

In contrast, no meaningful and interpretable correlation between the position of the
knee point and the geometric and material parameters of the specimens could be achieved.
This result is also in line with the correlation matrices, in Figure 15.
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6. Discussion

A large number of artificially notched specimens differing with respect to the notch
acuity, material strength, and microstructural properties, were tested until fracture, leading
to different fatigue characteristics. Overall, 26 test series, including 351 specimens, were
considered in the analysis. For each test series, the material was characterized (geometry,
misalignment, and hardness measured) and the influence of misalignments caused by
welding was quantified by means of the strain gauges. As a basis for the fatigue crack
growth calculations, a parametric FE model was created and used to determine the actual
stress profiles along the expected crack path for each specimen. Thereby, it was possible to
model the specimens in the most accurate way, including misalignment-induced secondary
bending stresses.

For the majority of specimens, crack initiation was detected visually or per gauges
showing a dependency of crack initiation duration on the notch acuity. Principally, fatigue
cracks initiated early in the case of crack-like notches, whereas the fraction of load cycles be-
fore crack initiation increased with decreasing notch stress range, as indicated in Figure 11b.

The statistical evaluation of the S–N curves with the maximum likelihood approach
proved to be a good method to provide information on the S–N curve, i.e., its parameters
knee point Nk, slope k and the endurable stress at the knee point σn,a,k; however, the
determined position of Nk at the location of the smallest value of the support function is
accompanied by uncertainties, especially in cases where the support function does not have
a pronounced minimum, see Figure 7, bottom right.

A measure of the accuracy of the values can be derived by bootstrapping the S–N data.
With this approach, a standard deviation as a measure of the accuracy can be assigned
to each value. It must be mentioned that the bootstrapping might lead, in some cases,
to unrealistic results that increase in number with the scatter of the S–N curve and the
number of resamples. Therefore, extreme values, as can be identified in Figure 14 by a
small distribution width, should not be over-interpreted.

The coefficients of variation of the three parameters k, Nk, and σa,n,k from bootstrapping
show clearly that the values of the slope k have the highest variation, followed by the ones
of the knee point Nk; however, it was observed that the value ranges are not directly
comparable. A change in slope from, e.g., 5 to 6 is, in terms of the endurable number
of cycles, small compared to a change of the knee point from log10(Nk) = 5 to 6, i.e.,
from 105 to 106.

The results in Section 5.1 suggest that the total fatigue life of notched specimens can
rather accurately be predicted by a fracture mechanics approach; however, this requires
comprehensive material data, including FCG curves and tensile properties for different
weld zones, including the base metal and HAZ. As such data are rarely available, they can
be estimated. In this study, only two experimental datasets on FCG curves were involved—
for S355NL and S960QL steel grades, both related to the base metal. Subsequently, those
FCG curves were used for other materials with similar strength properties and for other
microstructural zones of the same steel grade. Another problem faced in the strength
assessment of welded components is missing information on the local strength properties
of the weld metal and HAZ. As a pragmatic solution, both the yield strength and the
tensile strength were estimated in all cases, including the base metal, from the hardness
measurements. Finally, a unique definition of an initial surface crack, referred to as a short
crack, was employed in all fracture mechanics calculations. Accordingly, an assumption
of a semi-elliptical crack with the depth of asci = 0.5 mm and the length of 2csci = 1
mm was found to yield an optimal accuracy in predicting fatigue lives of all test series.
An essential feature of sharply notched specimens is a high-stress level at the notch root
and, consequently, plastic deformations achieved for a considerable number of specimens
analyzed. These effects were accounted for by means of a proper plasticity correction
applied to the stress intensity factors.

The predicted fatigue lives associated with crack propagation, NFCG,pre, are in good
agreement with the total fatigue lives, N f ,exp, determined in the tests. For 77% of all



Metals 2022, 12, 615 19 of 24

specimens, the fracture mechanics approach yields NFCG,pre < N f ,exp (see Figure 12) and,
thus, allow for estimating the number of cycles until crack initiation. In the other cases, the
fracture mechanics model results in a non-conservative lifetime prediction and, thus, in
negative estimates of the lifetime until crack initiation, Nsci,pre. The latter conclusion holds
for some of the specimens of the following six test series:

• Series 13: material S355J2+N, base metal, notch opening angle ω = 0◦

• Series 5 and 6: material S355J2+N, HAZ, notch opening angle ω = 0◦ and ω = 135◦,
respectively.

• Series 10 and 11: material S690QL, HAZ, notch opening angle ω = 0◦ and ω = 135◦,
respectively.

• Series 24: material S355MC, HAZ, unnotched specimens, ω = 180◦

For test series 13, NFCG,pre and N f ,exp are in good agreement: all points are bounded
by the 1:3 and 3:1 lines, and an approximately equal number of points are located above
and below the 1:1 line. Hence, non-conservative lifetime prediction in this test series is
mainly attributed to the experimental data scatter and the fact that the sharp notch leads to
very early crack initiation. For the other five test series, all with the crack position in the
HAZ, the main reason for the non-conservative prediction is likely due to an inaccurate
estimation of the respective FCG curves. For better confidence in a fracture mechanics
model, additional FCG tests are required on specimens extracted from the HAZ with
different microstructure and strength properties.

In addition, multiple crack initiation was observed during fatigue testing for some
specimens. These cracks coalesced in the following cycles and formed a longer crack.
Similarly, some cracks did not initiate in the middle of the notch but closer to one of the
edges. For such scenarios, deviations in prediction accuracy are inevitable. This also
influences the crack propagation behavior and therefore leads to lower prediction accuracy.

Based on the statistical evaluation, it was possible to determine correlations between
influencing factors and the shape of the S–N curves. Two different correlation coefficient
types, linear Pearson and non-linear Spearman rank, were used, as it is known that some
factors follow a non-linear relation. The highest correlation between two variables is
observed between the stress concentration factor and the mean slope exponents determined
by bootstrapping. In addition, moderate Spearman rank correlations are also determined
between the mean slope exponent and the notch geometry, represented by the notch radius
as well as the opening angle. Interestingly, there seems to be no effect on the mean and
standard deviation of the bootstrapped knee point of the S–N curves. This is in contrast to
former studies, e.g., by Hück et al. [51], who determined a logarithmic relation between the
stress concentration factor and both the slope k and the knee point Nk of the S–N curves for
base materials. The results presented in the current study do not agree with the concept of
normalized S–N scatter bands by Haibach [25]. He argued that differences in the slopes of
the S–N curves are related to the fact that for lower notch acuity, a large part of fatigue tests
performed at high-stress ranges fall into the transition region from the high-cycle to the
low-cycle fatigue regime. For plain specimens (Kt ≈ 1), this effect is even more pronounced
due to gross cyclic plastification at high-stress ratios (corresponding to a small number of
cycles to failure, N f < 105 cycles). As a considerable amount of test data for this study is
based on a test of high strength steels with the number of cycles to failure above 105 cycles,
there is clear evidence that there is a relation between the slope of S–N curves and the notch
acuity. In fact, this agrees with one conclusion presented by Hück et al. [51].

As mentioned in Section 2, the slope of welded joints is set to k = 3 in most rules
and recommendations. This assumption is in contradiction to the relationship identified
in this work. Only BS 7608 [21] recommends a slightly shallower slope for weld details
with low-stress concentration factors; however, it should be noted, that the specimens
considered here have only three weld characteristics, (i) sharp notches, (ii) typical notch
opening angles, and (iii) typical microstructural properties in the area of crack initiation and
crack propagation. Other characteristics that may have an influence on the course of the
S–N curves, such as residual stresses, a varying weld profile, or inner weld imperfections,
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are not considered. It can be assumed that the quality of the butt joints that build the
experimental basis for the recommendation in rules and guidelines was not high, and the
joints contained strong irregularities and, consequently, stress raisers.

In this investigation, no correlation between geometrical or metallurgical features and
the knee point was identified. This stands in contrast to some guidelines that correlate the
knee point to the weld details but likely explains the circumstance that there is no common
agreement between all major guidelines. As for the knee point, it has to be mentioned
that the specimens investigated in this work show only some features of welded joints. A
further re-analysis of (high-quality) fatigue data for welded joints needs to be performed in
which all relevant properties are well documented.

7. Conclusions

This study investigated the relationship between fatigue crack initiation and propaga-
tion in welded joints using artificially notched specimens with welded joint characteristics
of different notch acuity (different radii and opening angles). From the statistical and
numerical assessment of the experiments, the following conclusions are obtained:

• The fracture mechanics approach allows for a reasonable prediction of the total fatigue
life. In most cases, 77% of the specimens analyzed, this approach leads to conservative
estimates of fatigue lives. For the rest of the 23% of the specimens, the fatigue life is
overestimated by a maximum factor of 3. The assumption of an initial semi-elliptical
crack with the depth of asci = 0.5 mm and the length of 2csci = 1 mm appeared to
be a good compromise for all 26 test series. In the fracture mechanics calculations,
plasticity deformations at the notch root need to be taken into account. This was
achieved in this study by applying a plasticity correction to the stress intensity factors,
based on the FAD approach. Non-conservative results and relatively large data scatter
observed for some of the test series are believed to be partly attributed to assumptions
related to fatigue crack growth curves and inaccuracies resulting from their smooth
curve fitting. Additional inaccuracies may result from a simplified analysis approach
assuming a single crack initiation site in the middle of the specimen thickness, thus
ignoring possibilities of multiple crack initiation or crack initiation at the specimen
edge. Both latter scenarios would result in a shorter fatigue life as compared to the
model adopted in this study.

• For sharply notched specimens, the initiation phase is negligible and the total fatigue
life is dominated by fatigue crack propagation. Therefore, the back-calculation of the
fatigue crack initiation phase, Nsci, is subject to large errors. In contrast, such estimates
of Nsci are shown to be rather accurate for mild notches.

• The bootstrapping of the S–N data is a suitable statistical method to identify the
accuracy of the evaluated S–N parameters and to determine statistically validated
estimates for the slope k and the knee point Nk of the S–N curves.

• Depending on the chosen correlation coefficient type, a moderate to almost strong
correlation between applied notch stress range ∆σnotch with the ratio between experi-
mental cycles to short Nsci,exp or long crack initiation Nlci,exp. and cycles to fracture
N f ,exp were determined, Figure 11. In addition, the assessment supports the general
understanding that the crack initiation portion dominates in the high-cycle fatigue
regime, whereas the crack propagation stage dominates in the medium- and low-cycle
fatigue regime, see Radaj et al. [1] and Murakami [5].

• Using artificially notched specimens and statistical methods, it was shown that the
slope k but not the knee point Nk. of the S–N curves correlate to the notch acuity, the
latter being defined by the notch radius and the notch opening angle, or the stress
concentration factor.
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Nomenclature

Symbol Unit Description
alc mm Depth of a through-thickness (long) crack
asci mm Depth of a semi-elliptical (short) crack
csci mm Half-length of a semi-elliptical (short) crack
Ci - Material parameters in crack growth equation
CV - Coefficient of variation
d mm Notch depth
f Hz Test frequency
f (Lr) - Plasticity correction factor
f (Rn) - Nominal stress ratio correction factor
HV - Vickers hardness
k - Slope of the S–N curve at N < Nk
k∗ - Slope of the S–N curve at N > Nk
kmean, kstd - Mean and standard deviation of the slope of the S–N

curve in the high cycle fatigue regime (N ≤ Nk) obtained
from bootstrapping

KI,max, KJ,min, ∆KJ MPa
√

m Maximum and minimum stress intensity factor, and stress
intensity factor range including plasticity correction

Kmax, Kmin, ∆K MPa
√

m Maximum and minimum stress intensity factor, and
stress intensity factor range

Kt - Stress concentration factor
Lr, ∆Lr - Plasticity parameter and its range
NFCG Cycle Cycles spend in crack propagation
NG Cycle Maximum number of cycles for which a test is considered

a runout
N f , N f ,exp Cycle Cycles to fracture and experimental cycles to fracture
Nsci, Nsci,exp, Nsci,pre Cycle Cycles to short crack initiation, respective experimental

and predicted values
Nlci, Nlci,exp, Nlci,pre Cycle Cycles to long crack initiation, respective experimental

and predicted values
Nk Cycle Cycles at the knee point
P - Probability of survival
r mm Radius of notch
R - Nominal stress ratio
RK , RKJ - Stress intensity ratio related to ∆K and ∆KJ
Rm, Rp0.2 MPa Material ultimate strength and yield strength
Rnotch mm Stress ratio of local stresses
rxy, rPearson, rSpearman - Correlation coefficient, Pearson’s correlation coefficient,

and Spearman’s rank correlation coefficient
t mm Specimen thickness
TS - Scatter ratio in stress direction
x mm Distance from the notch root in crack growth direction
w mm Specimen width
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∆Kth MPa
√

m Threshold of the crack intensity factor range
∆σn,k MPa Nominal stress range at the knee point
∆σnom MPa Nominal stress range
∆σnotch MPa Stress range at the notch
σ1 MPa Maximum principal stress
ω ◦ Notch opening angle

Abbreviations

BM Base material
HAZ Heat affected zone
WM Weld metal

Appendix A

Table A1. Results of the statistical evaluation of the S–N curves with maximum likelihood.

Test Series Slope k Stress Sk
Knee Point
Nk [×103] Scatter 1:TS Slope k Stress Sk

Knee Point
Nk [×103] Scatter 1:TS

Maximum Likelihood Evaluation with Original Data Maximum Likelihood Evaluation from Bootstrapping
(Mean Values)

1 3.11 91.7 501 1.11 3.12 92.0 504 1.10

2 5.32 165.2 1122 1.36 4.79 175.3 1032 1.30

4 4.03 160.9 501 1.06 4.03 161.0 503 1.05

5 3.29 93.3 1000 1.23 3.02 96.5 875 1.18

6 4.54 149.0 1000 1.14 4.57 147.5 1197 1.12

7 3.91 227.1 316 1.18 3.80 221.4 445 1.16

8 4.54 155.7 794 1.08 4.41 159.4 720 1.06

10 3.79 77.1 891 1.16 3.74 74.2 1267 1.14

11 3.28 130.3 398 1.35 3.22 127.4 716 1.31

13 3.78 121.7 794 1.08 3.67 129.8 664 1.06

14 3.49 502.7 251 1.24 3.15 505.3 233 1.22

15 3.83 110.3 1413 1.10 4.02 109.0 1753 1.09

16 1.14 454.9 200 1.23 2.48 453.5 233 1.20

17 3.43 153.1 501 1.13 3.55 150.3 611 1.11

18 3.24 109.7 3981 1.22 3.02 120.7 2985 1.18

19 4.78 193.2 2239 1.09 4.75 192.0 2429 1.08

20 4.99 155.7 3981 1.05 4.95 158.0 3704 1.05

21 5.33 199.6 3162 1.08 5.28 200.1 3120 1.07

22 3.80 254.3 708 1.10 4.00 251.9 891 1.07

23 2.94 181.5 1259 1.14 3.12 179.1 1909 1.11

24 5.79 339.6 8913 1.34 5.74 352.8 7816 1.27

25 7.98 249.0 3981 1.15 6.71 261.6 2646 1.11

26 1.74 179.7 398 1.21 3.16 173.4 1025 1.16

27 5.00 548.8 116 1.29 8.05 520.7 1883 1.16

28 6.37 251.3 10,000 1.41 5.15 284.3 7385 1.31

29 3.92 332.6 282 1.36 6.18 302.9 4879 1.25
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