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Abstract: In order to improve the quality of magnesia flux pellets and meet the production needs of
the iron and steel industry, a pellet formation experiment was carried out. The effects of alkalinity
R, SiO2 mass fraction, MgO mass fraction on the green pellets’ burst temperature, compressive
strength, and falling strength were studied. The results showed that with the increase in alkalinity,
the bursting temperature of green pellets decreases, but has no obvious effect on the compressive
strength or drop strength; with the increase in SiO2 content, the bursting temperature of green pellets
decreases gradually, and the green pellets’ strength also decreases slightly; with the increase in MgO
content, the compressive strength of green pellets shows an upward trend, while the falling strength
gradually decreases, and the burst temperature of green pellets shows a trend of rising first and then
decreasing. The change trend is coupled with the software test data amplification method algorithm,
based on the search algorithm of longicorn (MBAS), to expand a small amount of experimental
data. Through data analysis and algorithm comparison, an improved generalized regression neural
network (CFA-GRNN), based on culture firefly, was proposed to establish an optimization model
for green pellet performance prediction. CFA uses the weights in the input layer and hidden layer
of GRNN, the weights in the hidden layer and output layer, the threshold of the hidden layer and
the threshold of the output layer as codes for optimization. The evolutionary goal is to obtain the
most appropriate and optimal neural network structure. The results show that the MBAS algorithm,
combined with the experimental research, can expand the effective data to 1000 pieces. Secondly,
the green pellets’ burst temperature, compressive strength and falling strength predicted by the
improved generalized regression neural network are in good agreement with the real values, and the
average relative errors were 1.88%, 3.18% and 3.62%, respectively. The error analysis shows that the
improved model algorithm has higher accuracy, meets the classification of pellets, and can be used to
guide the production of pellets.

Keywords: fluxed pellets; metallurgical properties; roasting; firefly algorithm; generalized regression
neural network

1. Introduction

Flux pellets, also known as self-fluxing pellets or alkaline pellets, refer to the addition
of flux during the batching process of pellets to improve their performance, which is an
important direction for the future development of pelletizing technology. Pelletizing is the
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first process in pellet production, and green pellet performance is the key factor that affects the
smooth production of pellets [1]. In order to further improve the quality of flux pellets, many
scholars have carried out extensive research on the properties of pellets. Li Jie [2] et al. studied
the effect of MgO content on the properties of magnesia flux pellets. The results show that
increasing MgO content is beneficial to increase the compressive strength of green pellets, but
has little effect on the burst temperature, while the falling strength of green pellets decreases.
Zhang Linlin [3] and others studied the effect of alkalinity on the properties of green pellets,
and found that with the increase in alkalinity, the falling strength and bursting temperature
of green pellets tended to increase, but the compressive strength of green pellets did not
change significantly. Xin Zicheng [4] studied the effect of SiO2 content on the green properties
of flux pellets. The results showed that with the increase in SiO2 content, the compressive
strength and falling strength of green pellets decreased, and the burst temperature decreased.
Zhuan Sun Yunxi [5] used the generalized regression neural network prediction model to
predict the compressive strength of pellets with an error range of 5N, and the compressive
strength of pellets increased by a maximum of 30.04% under the pellet batching optimization
model. Jiang Tianyu [6] and others compared the advantages and disadvantages of different
algorithms for pellet quality prediction, and summarized how to improve the time lag and
redundancy of factory data.

Improving the green performance of flux pellets is a key breakthrough barrier for iron
and steel enterprises during the "14th Five-Year Plan" period. However, at present, most of
the methods for characterizing green pellets’ properties and optimizing the raw material
ratio of pellets are still based on the metallurgical mechanism and manual adjustment.
These experimental methods not only have the characteristics of long-time consumption
and poor direct control, but also their degree of accurate still needs to be improved [7].
Therefore, it is very important to construct a prediction model for the green properties of
flux pellets.

The influencing factors of green pellets’ performance interact with each other and are
not a simple linear relationship. The traditional regression prediction model is used to fit
and establish the relationship between them. The prediction of pellet performance results
in large errors and low accuracy, and it is difficult to meet the production requirements.
However, generalized regression neural networks have good nonlinear mapping abilities
and learning speed. Compared with other neural networks, the generalized regression
neural network has a strong generalization ability, fast convergence speed, and fast training
process with a very simple topology design. It is widely used in system identification,
prediction and signal processing. Xue Han [8] et al. proposed a generalized regression
neural network optimized by the culture firefly algorithm to predict and analyze ship traffic
flow. The results show that CFA-GRNN has better generalization performance and higher
prediction accuracy than GRNN and firefly optimized neural network. Wang Xin [9] et al.
combined the cultural firefly algorithm with a generalized regression neural network and
proposed a variable weight short-term photovoltaic power generation combined prediction
model. Simulation experiments confirmed the effectiveness of the model. Using an artificial
intelligence neural network to build a mathematical model that combines green pellet
performance and its influencing factors can achieve accurate prediction of green pellet
performance. Therefore, this paper studies the effects of alkalinity, SiO2 content, and MgO
content on the burst temperature, compressive strength, and falling strength of green
pellets through the pellet formation test. In addition, the optimization prediction model of
influencing factors and green pellet performance is built with the aid of a neural network
mathematical model, and the threshold and smoothing parameters in the generalized
regression neural network are adjusted with a new algorithm to improve the learning speed
of the neural network, so that the prediction result error is small and the accuracy is high,
and the accurate prediction of the green pellet performance of flux pellets is realized to
meet the production requirements.
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2. Raw Material Analysis and Experiment Methods
2.1. Analysis of Raw Materials

The mineral powder used in the experiment was taken from the raw material reserve
for pellet production in a steel plant. The main chemical components of iron powder, flux
and binder are shown in Table 1, and the physical properties of bentonite are shown in
Table 2.

Table 1. Main chemical compositions of mineral powders (%).

Sample TFe FeO SiO2 CaO MgO Al2O3 S

PMC mineral powder 64.30 26.62 1.06 0.75 3.56 - -
Anhui powder 65.26 24.98 5.01 0.41 0.45 0.52 0.027
Shahe powder 63.26 25.68 4.12 1.92 0.77 0.76 0.23

Yanshan powder 66.45 24.56 6.32 0.17 0.30 0.83 0.25
Limestone - - 3.23 50.62 0.38 1.35 -

Light-burned magnesium
powder - - 5.96 1.79 84.32 0.98 -

Bentonite - - 57.32 4.47 2.55 12.26 -

Table 2. Physical properties of bentonite.

Sample Colloidal Value/% Expansion Capacity
Multiple

Blue Absorption
Power/g

Montmorillonite
Content/%

Bentonite 285.00 17.53 26.32 63.21

It can be observed from Tables 1 and 2 that the iron content of the four kinds of mineral
powders is relatively high, all above 63%, and the highest iron content is reported for the
Yanshan powder (66.45%). The SiO2 content of Anhui powder and Yanshan powder is
relatively high, reaching 5.01% and 6.32%, and the SiO2 content of PMC mineral powder
is 1.06%, which can be used to adjust the mass fraction of the overall SiO2 during the
pelletizing process. The contents of colloid and montmorillonite in the bentonite used in
this experiment are relatively high, which is a high-quality binder.

It can be observed from Table 3 that the particle size distribution of mineral powders,
PMC ore powder, Anhui powder, Shahe powder and Yanshan powder accounted for
31.33%, 24.14%, 29.12% and 78.78%, respectively, with a particle size below 0.074 mm. In
this range, the Yanshan powder reaches 78.78%, and its particle size is relatively fine, which
is conducive to pelletizing. The particle size of limestone flux is mainly distributed in the
range of 0.15 mm~0.074 mm, accounting for up to 80.60%. The particle size of dolomite is
mainly concentrated in the range of 0.074 mm~0.045 mm; the proportion of bentonite with
a particle size below 0.045 mm is 72.42%, both of which are fine-grained fluxes, which are
beneficial to improve spheroidization.

Table 3. Particle size distribution of mineral powders.

Sample >0.15 mm 0.15 mm~
0.074 mm

0.074 mm~
0.045 mm <0.045 mm <0.074 mm

PMC mineral powder 28.44 40.23 21.38 9.95 31.33
Anhui powder 10.54 50.32 24.62 14.52 39.14
Shahe powder 52.26 18.62 14.32 14.80 29.12

Yanshan powder 0.46 20.76 59.31 19.47 78.78
Limestone 1.56 80.60 14.26 3.58 17.84

Light-burned
magnesium powder 0.10 41.1 48.8 9.7 58.5

Bentonite 0.00 5.73 21.85 72.42 94.27

The spheroidization index of mineral powders is closely related to its specific surface
area. The smaller the particle size of mineral powders, the rougher the surface. In addition,
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the larger the specific surface area of mineral powders, the better the spheroidization of
mineral powders [10]. Among the above four kinds of mineral powders, the Yanshan
powder has the smallest particle size; therefore, its specific surface area is large, and the
rate of spheroidization is good. In the process of ore blending, an appropriate amount of
Yanshan powder can be added.

2.2. Experimental Methods
2.2.1. Pelletizing Experiment

We weighed the calculated mineral powder, limestone, dolomite, bentonite and water,
and added the ingredients and mixed as required. We put the weighed material into a
500 mm × 150 mm disc pelletizer (Tianjin Xieshun Reducer Factory, Tianjin, China) for
the pelletizing experiment, set the linear speed to 0.98 m/s, and the inclination angle to
48. After pelletizing, the green pellets were taken out from the disc and sieved, and the
green pellets with a particle size of 10–12.5 mm were screened out for the green pellet
performance index test.

2.2.2. Experiment for Measuring the Falling Strength of Green Pellets

Twenty-two green pellets with a diameter of 10–12.5 mm were selected for the falling
strength test, and they fell freely on a steel plate with a thickness of 10 mm from a height of
0.5 m, and the unbroken times of each green pellet were recorded. In order to reduce the
experimental error, the maximum and minimum values in the data were removed, and the
arithmetic mean of the total falling times of the remaining 20 green pellets was taken as the
drop strength index (times/ball) of the green pellets in this group.

2.2.3. Experiment for Measuring the Compressive Strength of Green Pellets

Twenty-two green pellets with a diameter of 10–12.5 mm were selected for the compres-
sive strength test. The compressive strength of the pellets is determined by measuring the
pressure when each green pellet breaks using the pressure testing machine. In order to reduce
the experimental error, the maximum and minimum values in the data were removed, and
the arithmetic mean of the compressive strengths of the remaining 20 green pellets was taken
as the compressive strength index (N/ball) of the green pellets in this group.

2.2.4. Experiment for Measuring the Burst Temperature of Green Pellets

The green pellet burst temperature test was performed in a resistance wire furnace.
After raising the temperature of the heating furnace to the set temperature, using an
air compressor to introduce gas with a flow rate of 1 L/min and keeping the furnace
temperature constant, we selected 50 raw pellets with a diameter of 10~12.5 mm and
put them in the hanging basket, then put the hanging basket into the heating tube. We
observed whether the test pellets had burst every 5 min. If they had not burst, we raised
the temperature by 25 ◦C until at least 2 of the 50 green pellets had burst, that is, the burst
temperature of the green pellets was obtained.

2.3. Ingredient Plan and Experimental Results

According to the raw material conditions and physical and chemical properties, the
fixed grinding powder content was recorded as 20.00% and the bentonite content was
0.70%. We adjusted the alkalinity of the green pellet mixture by changing the limestone
content. The SiO2 content of the raw pellet mixture was adjusted by changing the ratio
of Shahe powder and Anhui powder. We adjusted the MgO content of the green pellet
mixture by changing the content of light-burned magnesium powder. Tables 4–6 show the
ore blending scheme.
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Table 4. Adjustment of alkalinity content and ore blending scheme.

Sample R = 0.6 R = 0.8 R = 1.0 R = 1.2 R = 1.4

PMC mineral powder 19.32 19.41 19.63 19.55 19.74
Anhui powder 45.32 44.28 42.09 40.20 38.35
Shahe powder 5.16 5.29 5.33 5.48 5.66

Yanshan powder 20.00 20.00 20.00 20.00 20.00
Limestone 5.37 7.62 9.43 10.60 12.74

Light-burned
magnesium powder 0.90 0.88 0.86 0.84 0.82

Bentonite 0.70 0.70 0.70 0.70 0.70

Table 5. Adjustment of Si content and ore blending scheme (%).

Sample w(Si) = 3.5 w(Si) = 4.0 w(Si) = 4.5 w(Si) = 5.0 w(Si) = 5.5

PMC mineral powder 55.32 45.86 32.52 19.47 13.32
Anhui powder 17.52 27.13 38.62 49.46 60.09
Shahe powder 5.23 5.94 6.40 6.74 7.11

Yanshan powder 20.00 20.00 20.00 20.00 20.00
Limestone 5.72 6.48 7.88 8.65 9.81

Light-burned
magnesium powder 0.00 0.11 0.52 0.68 1.22

Bentonite 0.70 0.70 0.70 0.70 0.70

Table 6. Adjustment of Mg content and ore blending scheme (%).

Sample w(Mg) = 1.8 w(Mg) = 2.0 w(Mg) = 2.2 w(Mg) = 2.4 w(Mg) = 2.6

PMC mineral powder 19.23 19.37 19.44 19.51 19.66
Anhui powder 41.06 40.88 40.59 40.32 40.17
Shahe powder 6.53 5.81 5.75 5.56 5.48

Yanshan powder 20.00 20.00 20.00 20.00 20.00
Limestone 9.11 9.23 9.37 9.45 9.59

Light-burned magnesium
powder 0.91 1.23 1.41 1.65 1.82

Bentonite 0.70 0.70 0.70 0.70 0.70

We carried out the batching and mixing processes according to the above ore blending
plan. We used a disc pelletizing machine to conduct the pelletizing experiments, then
selected 10~12.5 mm green pellets to measure their burst temperature, compressive strength,
falling strength and other green pellet properties. The results are shown in the Table 7 and
the performance change trend is shown in Figures 1–3.

As shown in Figure 1, with the increase in alkalinity, the burst temperature of green
pellets showed a decreasing trend as a whole. When the alkalinity was between 0.60 and
1.20, the burst temperature gradually decreased, and the temperature dropped from 557 ◦C
to 521 ◦C. When the alkalinity was further increased to 1.2, the burst temperature decreased
significantly, and the temperature dropped from 521 ◦C to 448 ◦C. The main reason is that
with the increase in alkalinity, the limestone content in the mixture increases, and the capillary
force and cohesive force of limestone are not as high as for bentonite, and the water absorption
is poor. When heated, the capillary water evaporates rapidly, which causes the pellets to
rupture, thereby causing the burst temperature to reduce. The green pellets’ strength was
not affected much, and the compressive strength and falling strength were recorded as
9.38 N·ball−1~10.97 N·ball−1 and 4.12 N·ball−1~5.71 N·ball−1, respectively.

As shown in Figure 2, with the increase in SiO2 content, the green pellets’ burst tempera-
ture gradually decreased, and the range was 557~407 ◦C. The main reason is that with the
increase in SiO2 content, the content of PMC mineral powder in the mixture decreases and the
content of Anhui powder increases. From the particle size distribution of the raw materials, it
can be observed that the overall particle size of the mixture becomes smaller, and the green
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pellets’ density increases, which in turn leads to a decrease in the bursting temperature. The
green pellets’ strength decreased slightly, but the overall effect was not significant. The green
pellets’ compressive strength ranged from 9.76 N·ball−1 to 11.31 N·ball−1, and the green
pellets’ falling strength ranged from 3.52 N·ball−1 to 4.93 N·ball−1.

Table 7. Experimental conditions and green pellet performance data.

Alkalinity (R) w(SiO2)/% w(MgO2)/% Burst Temperature
/◦C

Compressive
Strength
/N·ball−1

Falling
Strength
/N·ball−1

0.60 5.50 1.80 549 10.53 5.71
0.80 5.50 1.80 536 9.85 4.12
1.00 5.50 1.80 530 9.67 4.75
1.20 5.50 1.80 521 9.38 4.55
1.40 5.50 1.80 448 10.97 4.66
1.00 3.50 1.80 557 10.52 4.93
1.00 4.00 1.80 533 11.31 3.52
1.00 4.50 1.80 524 11.21 3.46
1.00 5.00 1.80 513 9.76 4.74
1.00 5.50 1.80 407 10.92 3.67
1.00 5.50 1.80 520 9.63 4.61
1.00 5.50 2.00 529 9.87 4.43
1.00 5.50 2.20 545 10.52 4.22
1.00 5.50 2.40 539 10.45 4.10
1.00 5.50 2.60 536 10.80 3.48
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Figure 1. Effect of alkalinity on green pellet performance. (a) Burst temperature trend chart, (b)
Compressive strength and falling strength trend chart.

As shown in Figure 3, with the increase in MgO content, the compressive strength of
green pellets showed an upward trend, and the variation range was between 9.63 N·ball−1

and 10.80 N·ball−1. The falling strength of green pellets gradually decreased, and the range
was between 3.48 N·ball−1 and 4.61 N·ball−1. Combined with the composition of raw
material particle size, it can be observed that with the gradual increase in MgO content,
the increase in PMC mineral powder made the overall fine particle size of the mixture
coarser, the capillary water migration rate became smaller and the molecular cohesion
inside the mixture during pelleting was reduced, resulting in a loosening of the pellets and
a reduction in the falling strength of the green pellets. The green pellets’ burst temperature
showed a trend of first increasing and then decreasing, ranging from 520 ◦C to 539 ◦C,
reaching a maximum of 539 ◦C when the MgO content was 5.50%, and then the burst
temperature began to decrease, mainly due to the increase in MgO content, and the content
of light-burned magnesium powder increased. From the analysis of raw materials, it can be
observed that the particle size of light-burned magnesium powder is small, filling the voids
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of pellets, reducing the porosity of green pellets, and increasing the internal pressure of
green pellets during the heating process, resulting in a reduction in the burst temperature.
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Figure 2. Effect of SiO2 content on green pellet performance. (a) Burst temperature trend chart,
(b) Compressive strength and falling strength trend chart.
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Figure 3. Effect of MgO content on green pellet performance. (a) Burst temperature trend chart,
(b) Compressive strength and falling strength trend chart.

3. Data Processing
3.1. Data Expansion

In the process of network modeling and model training, a large number of training sets
and test sets are required to improve the accuracy of the prediction model. Data expansion is
a technology that generates more equivalent data from limited data by manually expanding
the data set. This method can improve the scale and quality of the training data set, and is
an effective way to solve the lack of training data. The software test data augmentation
method (MBAS), based on the long beetle search algorithm, has obvious performance
advantages in test data augmentation efficiency and stability [11]. The changing trend
of the influence of the three factors of alkalinity, SiO2 content and MgO content on the
green pellets’ burst temperature, compressive strength and falling strength is coupled with
the MBAS algorithm to realize the amplification of a small amount of experimental data.
After data augmentation, a total of 1000 sets of data were used for model analysis, and the
augmented data (parts) are shown in Table 8.
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Table 8. Partially expanded data.

Alkalinity (R) w(SiO2)/% w(MgO2)/% Burst Temperature
/◦C

Compressive
Strength
/N·ball−1

Falling
Strength
/N·ball−1

0.50 5.28 1.70 492.33 11.53 5.71
0.50 5.31 1.75 521.56 11.85 4.12
0.50 5.35 1.83 518.72 10.67 4.75
0.55 5.51 1.84 521.41 10.38 4.55
0.55 5.57 1.84 448.62 11.97 4.66
0.55 5.64 1.82 557.19 12.13 4.93
·· ·· ·· ·· ·· ··

1.48 5.78 1.90 524.37 11.21 3.46
1.51 5.21 1.86 453.69 10.87 4.74
1.53 5.89 1.85 387.05 11.92 3.67

3.2. Eliminate Abnormal Data

We used a clustering algorithm to remove outlier data. Clustering is used to divide
a data set that contains a large amount of data into multiple data subsets, and these data
subsets do not intersect with each other. One subset is one cluster. Through analysis, it can
be observed that outliers are characterized by normal values. Therefore, if the data does not
belong to any subset, the point is an outlier, and the outlier will not belong to any subset. If
the data are also far away from their nearest subset, the point is also an outlier point [12].

After cluster analysis of the data, it was found that the number of outliers was small,
so the operation of direct deletion was adopted to ensure the accuracy of model training.

4. Algorithms and Network Models

According to the data, a generalized regression neural network (GRNN) has good
nonlinear mapping ability and learning speed, but with the diversification of sample data,
its shortcomings of high computational complexity and high space complexity are exposed.
Therefore, an improved generalized regression neural network based on the culture firefly
algorithm is proposed.

4.1. Generalized Regression Neural Network

Neural networks have proposed a new class of computing systems inspired by the
biological structure of the human brain. A distinguishing feature of a neural network
is its ability to generalize, which enables an approximately accurate description of the
relationship between input and output data in very small subsets based on all possible data.
Researchers have developed a large number of neural network types and different learning
algorithms, of which feedforward neural networks are the most widely used; however, this
type of neural network can only allow a static relationship between the input and output.
To successfully approximate the dynamic or temporal relationship between the input and
the output, a generalized regression neural network can be used [13].

A generalized regression neural network (GRNN) is another variant of the radial basis
network. It is based on nonparametric regression, takes data samples as posterior condi-
tions, and calculates network output according to the principle of maximum probability,
and has a good nonlinear approximation function [7]. Compared with the radial basis
network, a generalized regression neural network is more convenient to train. It can handle
the situation of few training samples well, and can be widely used in the fields of system
identification, prediction and control [14].

GRNN is usually trained using backpropagation through time. Backpropagation
through time (BPTT) deals with GRNN in an unfolded manner, in which GRNN is no
longer a recurrent network but a deep feed-forward neural network [15]. Errors at any
one time point can be propagated back to the first time point, and after all errors are
propagated back, the parameters are updated simultaneously, where the gradient of a
particular parameter is the sum of the partial gradients of the errors at all time points
relative to that parameter [16]. The actual modification to the initial BPTT is the truncated
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back-propagation transit time (TBPTT), which fixes the maximum number of time steps
that any error is allowed to propagate back, mitigating the vanishing or steep gradient
problems that BPTT suffers from [17].

Therefore, a generalized regression neural network was used to establish a mathemat-
ical model for the prediction of green pellet performance to achieve accurate prediction
of green pellet performance. The model consists of four layers of mathematical structures,
namely the input layer, pattern layer, summation layer and output layer.

Input layer

The number of neurons in the input layer is the dimension of the input phasor in the
learning sample. In the expanded sample set, the spheroid alkalinity R, the mass fraction of
SiO2, and the mass fraction of MgO form the training set, and the dimension of the input phasor
is 3. Neurons act as simple distribution units to pass input variables to the pattern layer.

Pattern layer

The number of neurons in the pattern layer is equal to the number n of learning
samples, and the training set is used as an 800 * 3 input matrix; therefore, the number of
neurons in the pattern layer is 800, and the neurons and the learning samples correspond
one-to-one. The transfer function formula of the neurons in the pattern layer is as follows:

Pi = exp

[
− (X− Xi)

T(X− Xi)

2σ2

]
i = 1, 2, . . . , n (1)

The output of neuron i is the exponential form of the squared Euclidean distance
D2

i = (X− Xi)
T(X− Xi) between the input variable and its corresponding sample X,

where x is the network input variable, which is the alkalinity R, SiO2 mass fraction and
MgO mass fraction. xi is the learning sample that corresponds to the ith neuron.

Summation layer

Two types of neuron summation processes are performed in the summation layer. The
number of columns of its phasor is equal to the output phasor dimension plus 1, and the
output phasor dimension in the training sample is 3; therefore, the number of columns in
the summation layer is 4, and the 0th column is the sum of the Gaussian values of each
test sample. The first type involves the arithmetic sum of the outputs of all neurons in the
mode layer, as shown in formula (2); the connection weight between the mode layer and
each neuron is 1, and the transfer function is shown by Formula (3).

n

∑
i=1

exp

[
− (X− Xi)

T(X− Xi)

2σ2

]
i = 1, 2, . . . , n (2)

SD =
n

∑
i=1

Pi (3)

The other type is the weighted summation of neurons in all pattern layers, as shown
in Formula (4), and the transfer function formula is shown by Formula (5).

n

∑
i=1

Yi exp

[
− (X− Xi)

T(X− Xi)

2σ2

]
i = 1, 2, . . . , n (4)

SNi =
n

∑
i=1

yijPi j = 1, 2, . . . , k (5)

Output layer

The number of neurons in the output layer is equal to the dimension (k) of the output
phasor in the learning sample. The dimension of the training set as the output phasor in the
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expanded sample set is 3. Each neuron divides the summed output, and the output of the
neuron corresponds to the jth element of the estimated result Y, as shown in Formula (6).

yi =
SNi
SD

i = 1, 2, . . . , k (6)

The generalized regression neural network uses the ideas of nonlinear and regression
analysis. Regression analysis involves the prediction value of the dependent variable
relative to the input value of the independent variable. In fact, the output variable represents
the maximum probability value. For the regression analysis of dependent variable Y and
independent variable X, the output variable Y is calculated, which represents the maximum
probability value. Let the joint probability density function of random variable X and Y be
f (X,Y), and Y is regressed with respect to X, and the conditional mean value is as follows:

∧
Y = E[Y|X] =

∫ +∞
−∞ Y f (X, Y)dy∫ +∞
−∞ f (X, Y)dy

(7)

The unknown probability density function f (X,Y) can be calculated by nonparametric
estimation of X and Y observation samples, as shown below.

∧
Y(X, Y) =

1
(2π)m+1

2 σm+1n
×

n

∑
i=1

exp

[
−

D2
i

2σ2

]
exp

[
− (Y−Yi)

2σ2

]
(8)

Y(X) =

n
∑

i=1

[
exp

(
− D2

i
2σ2

)]∫ +∞
−∞ Yi exp

[
− (Y−Yi)

2σ2

]
dy

n
∑

j=1

[
exp

(
−

D2
j

2σ2

)]∫ +∞
−∞ Yj exp

[
− (Y−Yj)

2σ2

]
dy

(9)

Due to the integral
∫ +∞
−∞ xe−x2

dx = 0, if the parameter variable z = Y − Yi is assumed,
the molecular part in the formula can be simplified as

∫ +∞

−∞
Yi exp

(
−Y−Yi

2σ2

)
dy = Yi

∫ +∞

−∞
exp

(
− z2

2σ2

)
dz (10)

The denominator is simplified as

∫ +∞

−∞
exp

(
−Y−Yi

2σ2

)
dy =

n
∑

i=1

[
exp

(
− D2

i
2σ2

)] ∫ +∞
−∞ Yi exp

[
− (Y−Yi)

2σ2

]
dy

n
∑

j=1

[
exp

(
−

D2
j

2σ2

)] ∫ +∞
−∞ Yj exp

[
− (Y−Yj)

2σ2

]
dy

=

n
∑

i=1

[
exp

(
− D2

i
2σ2

)]
n
∑

j=1

[
exp

(
−

D2
j

2σ2

)] (11)

For the generalized regression neural network algorithm, when the input training
samples are determined, the training of the neural network is essentially the process of
determining the smoothing parameters. Compared with the traditional back-propagation
algorithm (back-propagation, BP), the training process of the generalized regression neural
network does not need to adjust the connection weights between neurons, but only needs
to adjust the smoothing parameters to change the transfer function, and through the calcu-
lation formula, one can obtain the regression estimates [18]. The prediction performance of
the generalized regression neural network is closely related to the value of the smoothing
parameter. It can be observed from the calculation formula of the model that when the
smoothing parameter approaches infinity, the estimated value Y(X) is the average value
of all training samples; on the contrary, when the smoothing parameter approaches 0,
the estimated value is close to the training sample. Therefore, choosing an appropriate
smoothing parameter is very important for the result prediction [19].
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4.2. Model Construction

For the determination of input variables, it can be observed from the discussion in
Section 2.3 that the alkalinity R, SiO2 mass fraction and MgO mass fraction have a great
influence on the metallurgical properties of green pellets. Secondly, the content of SiO2 in
Chinese mineral powder is high. When adding CaO to produce flux pellets, excess liquid
phase is easily generated, and the phenomenon of pellet sticking easily occurs during the
roasting process, which limits the application of flux pellets in China. Acid pellets have poor
high-temperature metallurgical properties, especially their low softening start temperature
and narrow softening interval, which seriously affect the permeability of blast furnaces.
Therefore, researchers have added flux to improve various defects of pellets and MgO is
the most widely used material, which can not only improve the metallurgical properties of
pellets, but also improve the fluidity of slag. The common acid pellets currently used have
poor metallurgical properties, such as a high reduction expansion ratio and low softening
temperature, which limit the ratio of pellets in the charge structure and have an adverse
effect on the forward run of the blast furnace [20]. The research shows that increasing the
alkalinity of the pellets can effectively improve the metallurgical properties of the pellets,
such as the reduction expansion rate, reflow performance and burst temperature, thereby
increasing the ratio of pellets in the furnace [21].

Therefore, in the research process, the effects of alkalinity R, SiO2 mass fraction and
MgO mass fraction on the compressive strength, falling strength and burst temperature of
green pellets were analyzed. We defined the independent variable alkalinity R as x1, SiO2
mass fraction as x2, MgO mass fraction as x3, dependent variable output burst temperature
as y1, compressive strength as y2, and falling strength as y3; the model structure is shown
in Figure 4.
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4.3. Cultural Firefly Algorithm

Combining the advantages of the culture algorithm and the firefly algorithm, the
normative knowledge in the belief space can be used to adaptively adjust the search range
of the algorithm, and random selection can be used to perform perturbation operations to
increase the diversity of the population. At the same time, when the algorithm falls into a
local optimum, the population space is adaptively updated. It avoids the shortcomings
of the algorithm, such as the premature phenomenon and low population diversity, and
improves the convergence speed and exploration ability of the algorithm; to avoid the prob-
lem of slow convergence in the global optimization process and issue of easily falling into
the local optimum, a firefly optimization algorithm (CFA), based on the culture algorithm,
is proposed [22].

The fluorescence brightness of firefly individual i relative to individual j is

Ii = I0ie
−γrij (12)

In the formula, I0i is the maximum fluorescence brightness of individual i, which is
related to its objective function. In the green pellet performance prediction model, the
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fitting curve of independent variables’ basicity R is x1, SiO2 mass fraction is x2, MgO mass
fraction is x3, burst temperature is y1, compressive strength is y2 and drop strength is y3.
The better the objective function, the higher the brightness, and the larger the value of I0i.
In the following equation, Y is the light intensity absorption coefficient; rij is the Cartesian
distance between any two individual fireflies i and j:

rij =

√√√√ d

∑
k=1

(
xik − xjk

)2
(13)

In the formula, d is the dimension of the problem, and xik is the kth dimension compo-
nent of the i-th firefly, that is, the components of the independent variables’ alkalinity, SiO2
mass fraction, and MgO mass fraction in the matrix. The attractive force between firefly
individuals i and j is as follows:

β = β0e−γr2
ij (14)

In the formula, β0 is the maximum attractive force of the individual; the attraction
between fireflies decreases exponentially as the distance increases. If the brightness of
the individual j is higher than the brightness of the individual i, then the individual j
encourages the individual i to move in its own direction, The relative positions of the
independent variables’ alkalinity R, SiO2 mass fraction, and MgO mass fraction approach
the optimal fitting curve, and the updated formula of its position x is as follows:

xi(t + 1) = xi(t) + β
[
xj(t)− xi(t)

]
+ α[rand(0, 1)− 0.5] (15)

In the formula, t is the time and α is the step size, where the first term is the current
position of a firefly, the second term is used for considering a firefly’s attractiveness to the
light intensity observed by adjacent fireflies, and the third term is used for the random
movement of a firefly in case there are not any brighter light sources. The coefficient α is a
randomization parameter determined by the problem of interest, while rand is a random
number generator uniformly distributed in the space [0,1].

The belief space is composed of the experience and knowledge acquired in the evo-
lution process. It is updated according to the existing population experience, and the
knowledge b of the belief space is updated with the current optimal individual xbest. The
formula is as follows:

b(t + 1) =
{

xbest(t), f (xbest(t)) < f (b(t))
b(t), others

(16)

The belief space affects the population space through the following rules:

xik(t + 1) =


xik(t)+

∣∣ei N(0, 1)
∣∣, xik(t) < bj(t)

xik(t)−
∣∣ei N(0, 1)

∣∣, xik(t) > bj(t)
xik(t) + ei N(0, 1), xik(t) = bj(t)

(17)

In the formula, xik(t) is the k-th dimension component of the i-th individual in the t-th
iteration; ei is the length of the adjustable interval of the variable i in the belief space; N(0,1)
is a random number that obeys the standard normal distribution.

The pseudo code of the algorithm is as follows:
Requirement: algorithm parameters β0, γ, λ
1: Output: global extremum, optimal individual
2: Initialize the population space, such as the location of fireflies
3: Calculate the fitness of each firefly as its maximum brightness I0
4: Initialize belief space
5: For t = 1 to t = maximum do
6: Formula (12) calculates the relative brightness of firefly I



Metals 2022, 12, 1840 13 of 18

7: Formula (14) calculate the attraction of fireflies β
8: Formula (15) update the position of fireflies
9: Recalculate the brightness of fireflies
10: Formula (16) update belief space
11: Formula (17) for the use of space affecting population
12: t = t + 1
13: End
Using the culture firefly algorithm, the smoothing parameters in the generalized

regression neural network can be determined, so that the independent variables’ alkalinity R
is x1, SiO2 mass fraction is x2, MgO mass fraction is x3, burst temperature is y1, compressive
strength is y2, falling strength is y3 and the degree of integration is optimal.

4.4. A Neural Network Prediction Model Based on CFA

CFA takes the output mean square error of the neural network as the fitness function,
and takes the weights in the input layer and the hidden layer of the neural network, the
weights in the hidden value and the output layer, the threshold of the hidden layer and the
threshold of the output layer as the coding function, which optimizes the neural network,
and the evolution goal is to achieve the most suitable neural network structure. Before the
neural network is used for prediction, the best parameters should be trained. In the sample
set of 800 sets of training sets, the optimal smoothing parameters are obtained through
continuous iterative optimization of the optimization algorithm. The prediction flow chart
is shown in Figure 5.
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5. Error Analysis Method

For the prediction model inspection step, the following three error analysis methods
are used to analyze the model prediction results.

5.1. Relative Error, RE

The relative error is the ratio of the absolute value error to the true value of the
measurand multiplied by 100%. Compared with the absolute error, the relative error can
better reflect the reliability of the measured value, and the calculation formula is as follows.

RE =

∣∣∣∣∣yi −
∧
yi

yi

∣∣∣∣∣× 100% (18)

Mean relative error (MRE) is the average value of the relative error, which is used to
measure the relative error degree of the overall data. The calculation formula is as follows.

MRE =
1
n

∣∣∣∣∣yi −
∧
yi

yi

∣∣∣∣∣× 100% (19)

5.2. Root Mean Squared Error, RMSE

In the accuracy test of the generalized regression neural network, the root mean square
error was selected as the standard for the overall error test of the green pellet performance
model. The formula is as follows.

RMSE =

√
1
n

n

∑
i=1

(
yi −

∧
yi

)2
(20)
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6. Model Prediction Results and Analysis

The CFA algorithm was used to optimize the GRNN network structure. The CFA
population size was set to 30, and the number of iterations was n = 50, which was the
fitness value. The evolution convergence curve is shown in Figure 6.
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The generalized regression neural network algorithm was used to predict the burst
temperature of pellets, the falling strength of green pellets and the compressive strength
of green pellets. The 800 sets of data in the sample set were used as the training set,
50 sets of data were used as the test set, and finally, 10 sets of data in the sample set
were used to verify the prediction results of the model. In the generalized regression
neural network, the accuracy of the prediction model mainly depends on the setting
of the smoothing parameters [23]. The culture firefly algorithm is used to determine
the smoothing parameters in the generalized regression neural network. The optimal
smoothing parameters of alkalinity R, SiO2 mass fraction and MgO mass fraction with
regard to burst temperature y1, compressive strength y2 and drop strength y3 are 0.58, 0.11
and 0.27, respectively. The 10 sets of verification data were brought into the trained model
algorithm, and the predicted values of burst temperature, compressive strength and green
pellet drop strength, predicted by alkalinity, SiO2 content and MgO content, were obtained.

In the burst temperature prediction model, the smoothing coefficient of the output of
the cultural firefly algorithm is 0.58. It can be observed from Table 9 that the relative error of
the 10 groups of validation sets of the burst temperature prediction model is between 0.51%
and 2.58%, the average relative error is 1.88%, and the root mean square error is 9.88%,
all within the acceptable range. Figure 7 shows the error trend of the burst temperature
prediction model. The actual value is highly consistent with the predicted value change
curve, and the relative error fluctuates little, which is always maintained at a low level. It
shows that the established prediction model has very good robustness, and the prediction
results are accurate and reliable.

Table 9. Comparison of burst temperature prediction results.

Burst Temperature/°C

Actual Value 487.33 533.61 483.45 452.61 475.23 525.49 527.70 513.01 475.89 466.97

Predictive value 482.17 524.13 471.84 443.50 483.72 535.57 530.38 497.33 463.63 458.98
RE (%) 1.06 1.78 2.40 2.01 1.79 1.92 0.51 3.06 2.58 1.71

MRE (%) 1.88 RMRE (%) 9.88

In the compressive strength prediction model, the smoothing coefficient of the cultural
firefly algorithm output is 0.23. It can be observed from Table 10 that the relative error of the
10 sets of validation sets of the compressive strength prediction model are between 0.35%
and 5.59%, the average relative error is 3.18%, and the root mean square error is 0.38%, all
within the acceptable range. The variation trend of the error of the compression prediction
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model is shown in Figure 8. The actual value is highly consistent with the variation curve
of the predicted value, and the relative error fluctuates little, which is always maintained at
a low level, and the prediction results are accurate and reliable.
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Table 10. Comparison of compressive strength prediction results.

Compressive Strength/N·ball−1

Actual
Value 9.66 9.01 10.59 9.62 9.21 10.76 8.61 10.75 11.92 11.65

Predictive
value 9.12 8.82 10.69 9.85 8.68 10.29 8.58 11.06 11.71 10.99

RE (%) 5.59 2.11 0.94 2.39 5.75 4.37 0.35 2.88 1.76 5.67
MRE (%) 3.18 RMRE (%) 0.38
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Figure 8. Variation trend of errors of compressive strength prediction model.

In the falling strength prediction model, the smoothing coefficient of the cultural firefly
algorithm output is 0.11. It can be observed from Table 11 that the relative errors of the
10 sets of validation sets of the drop strength prediction model are between 2.84% and
5.10%, the average relative error is 3.62%, and the root mean square error is 0.16%, all within
the acceptable range. The variation trend of the error of the falling intensity prediction
model is shown in Figure 9. The actual value is highly consistent with the variation curve
of the predicted value, and the relative error fluctuates little, which is always maintained at
a low level. It shows that the established prediction model has very good robustness, and
the prediction result is accurate and reliable.
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Table 11. Comparison of falling strength prediction results.

Falling Strength/N·ball−1

Actual value 4.37 4.82 3.68 4.12 4.48 4.93 4.11 4.47 3.58 4.28
Predictive value 4.50 5.02 3.58 3.91 4.63 5.07 3.97 4.65 3.45 4.45

RE (%) 2.97 4.15 2.72 5.10 3.35 2.84 3.41 4.03 3.63 3.97
MRE (%) 3.62 RMRE (%) 0.16
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Figure 9. Variation trend of the error of the falling intensity prediction model.

Table 12 shows the comparison of the prediction results of the green pellets’ burst
temperature, compressive strength and drop strength using two different algorithms. The
algorithms are the original GRNN without optimization and the improved GRNN based
on CFA (CFA-GRNN).

Table 12. Error analysis.

Model Error Burst Temperature Compressive Strength Falling Strength

GRNN-MRE (%) 12.46 15.73 20.04
GRNN-RMSE (%) 15.74 1.33 2.65

CFA-GRNN-MRE (%) 1.88 3.18 3.62
CFA-GRNN-RMSE (%) 9.88 0.38 0.16

The results show that the error generated by the GRNN algorithm is large and does
not have practical predictive significance. After the neural network is optimized by CFA,
the learning speed and prediction accuracy of GRNN are improved, and it does not easily
fall into local optimum, meaning that it meets the pellet classifications and can be applied
to pellet production [24].

7. Conclusions

(1) The effects of alkalinity, SiO2 content and MgO content on green pellets’ burst tem-
perature, compressive strength and falling strength were studied by pelletizing experiments.
The results show that the burst temperature, compressive strength and falling strength of
green pellets are greatly affected by the composition of raw materials, mainly the degree of
fine particle size and moisture, etc., which lead to changes in the burst temperature and
strength of green pellets.

(2) With the increase in MgO content, the compressive strength of green pellets showed
an upward trend, and the falling strength decreased gradually. The green pellets’ burst
temperature showed a trend of increasing first and then decreasing. The main reason
for the decrease was that with the further increase in MgO content, the content of light-
burned magnesium powder increased, and its particle size was smaller, which increased the
density of green pellets and decreased the porosity. During the heating process, the internal
pressure of the green pellet increased, resulting in a decrease in the burst temperature. With
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the increase in alkalinity, the burst temperature of green pellets showed a decreasing trend
as a whole, while the effect of compressive strength and falling strength was not obvious.
With the increase in SiO2 content, the green pellets’ burst temperature gradually decreased,
and the green pellets’ strength also decreased slightly.

(3) A new cultural firefly algorithm was designed, which can effectively improve the
weights and thresholds of GRNN, has good generalization performance, does not easily
fall into local optimum, and improves the accuracy of prediction.

(4) Based on the generalized regression neural network improved by the culture firefly
algorithm, a green pellet performance prediction model was established. After training, the
green pellets’ burst temperature, compressive strength and falling strength predicted by
the model were in good agreement with the real values, and the error fluctuation range was
small. Their average relative errors were 1.88%, 3.18% and 3.62%, respectively. The error
analysis proves that the improved model algorithm has higher accuracy and has practical
guiding significance.
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