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Abstract: Digital weld quality assurance systems are increasingly used to capture local geometrical
variations that can be detrimental for the fatigue strength of welded components. In this study,
a method is proposed to determine the required scanning sampling resolution for proper fatigue
assessment. Based on FE analysis of laser-scanned welded joints, fatigue failure probabilities are
computed using a Weakest-link fatigue model with experimentally determined parameters. By
down-sampling of the scanning data in the FE simulations, it is shown that the uncertainty and
error in the fatigue failure probability prediction increases with decreased sampling resolution. The
required sampling resolution is thereafter determined by setting an allowable error in the predicted
failure probability. A sampling resolution of 200 to 250 µm has been shown to be adequate for
the fatigue-loaded welded joints investigated in the current study. The resolution requirements
can be directly incorporated in production for continuous quality assurance of welded structures.
The proposed probabilistic model used to derive the resolution requirement accurately captures
the experimental fatigue strength distribution, with a correlation coefficient of 0.9 between model
and experimental failure probabilities. This work therefore brings novelty by deriving sampling
resolution requirements based on the influence of stochastic topographical variations on the fatigue
strength distribution.

Keywords: probabilistic fatigue model; topographical variations; weld quality; quality assurance

1. Introduction

A wide range of high-strength steel (HSS) engineering structures, such as loader
cranes, transport vehicles and construction machinery, rely on welded joints for proper
structural integrity. These joints are often the limiting factor for the fatigue strength of
such load carrying structures. In order to assure durability and structural integrity in these
applications, proper quality assurance methods of the welds are of the outmost importance.

Due to the stochastic nature of the welding process [1,2], local topographical variations
in weld geometry are inevitable. This may result in local stress raising effects, such as
sharp transitions and adverse undercuts. These quantities need to be quality assessed in
production according to a weld quality system, to ensure the durability of the structure [3].
Traditionally, manual audits in which the actual weld geometry is measured, have been
used for weld quality assurance. However, such manual systems, often hand-held simple
tools, have shown to have limitations in accurately capturing local variations in the weld [4].
These limitations may be overcome by implementing digitalised weld quality assurance
systems in production. This allows for a continuous quality control of welded joints with
higher efficiency and accuracy than manual audits [4–8].

Given the scanned weld geometry obtained from the digitalized measurement system,
the influence of local topographical variability can be assessed [9,10]. For this purpose,
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simulation approaches based on finite element (FE) analysis of the weld are predominantly
used. Lang R. et al. [11–13], as well as Lener et al. [14], presented a framework for scanning
and simulation of the weld geometry using a statistical approach and a Weakest-link fatigue
model. It is noted that the influence of local surface defects is phenomenologically included
in the Weakest-link model [15]. Niederwanger et al. [16] presented a comprehensive
study where different fatigue modelling concepts were compared with regard to both
idealised and measured weld geometry, captured using laser scanning. Kaffenberger and
Vormwald [17,18] proposed modelling recommendations for idealized weld geometry
simulations, based on the notch stress concept and 3D scanning of overlap and tee joints.
Hou [19,20] and Chaudhuri et al. [21] modelled the measured 3D weld geometry to predict
experimentally observed beachmark locations and crack measurements, respectively, based
on weld toe stress concentration factors (SCF). Aldén et al. [22] performed detailed 3D
simulations on cruciform joints of different weld classes showing that, while the maximum
von Mises stress gives a good indication on the fatigue failure initiation location, it gives
ambiguous predictions of the fatigue strength. Liinalampi et al. [23] investigated the fatigue
strength of laser-hybrid welded fully penetrated butt joints based on 2D simulations of the
measured weld geometry, captured using both stereo camera measurements as well as 3D
laser microscopy. Ladinek et al. [24,25] studied the influence of measured weld geometry
on fatigue life using a strain-life concept and Lang E. et al. [26,27] found that numerical
simulations of the measured 3D geometry reproduce the experimental strain data for butt
joints in the low cycle fatigue regime.

Although the aforementioned studies include the measured geometry of welded
joints in detailed FE simulations, they lack the ability to identify the level of detail that is
required for a proper fatigue assessment. In the current study, the sampling resolution is
investigated for digitalized weld quality assurance systems which is required to accurately
predict the fatigue performance. Based on the scanned topographies, a probabilistic
weakest-link approach [28–30] is proposed. This work therefore provides the following
scientific contribution.

1. A framework for determining the scanning resolution needed for digital quality assur-
ance of welded joints that is assessed on non-load carrying tee joints. The resolution
requirements can then be directly incorporated in production for continuous quality
assurance of welded structures.

2. A modelling approach to predict the fatigue strength probability distribution based
on measured weld geometry variation.

An overview of the workflow is presented in Figure 1. Laser scanning of welded
tee joints is first performed to accurately capture the measured weld topography, which
is then evaluated using both an industrially commercial quality assurance system and
detailed FE analysis. Based on the FE analysis of the scanned weld geometry, the fa-
tigue failure probability is computed using a Weakest-link area model. The parameters in
the model are determined by minimizing the error between experimental and simulated
failure probabilities. Finally, the sensitivity of the computed failure probability for differ-
ent sampling resolutions is determined based on FE simulations with different levels of
topographical details.

Figure 1. Workflow of the present study.
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2. Experimental Investigation

Single pass, non-load carrying, tee joint test specimens produced out of S700 steel
were used as the basis for the probabilistic fatigue investigation in the present study. The
geometry of the specimen is presented in Figure 2, together with the desired weld throat
thickness and weld penetration. Post-treatment using High Frequency Mechanical Impact
(HFMI) [31] was carried out on one side of the tee joint specimens to create an uneven
distribution in the fatigue strength between the two welded sides. Only the un-treated
weld will be further considered as the fatigue strength of this weld will be detrimental for
the fatigue strength of the complete specimen.

Figure 2. Fatigue test specimen, single-pass tee joint weld specimen.

The specimens were produced using a gas metal arc welding (GMAW) process in the
PA position using a pushing travelling angle and a heat input of 0.62 kJ/mm. Sandblasting
was used after the welding to remove slag and oxides, as this step helps ensure that the
geometry captured in the scanning procedure is the actual geometry of the weld and not
the oxide layer.

2.1. Topographic Scanning

The complete geometry of the un-treated weld seams is captured using a scanCON-
TROL 2950-50-line laser (Micro-Epsilon, Ortenburg, Germany). This unit has a pixel density
of 1280 px/profile and the nominal length of the laser line that is 50 mm. The laser is
operated using a robot arm which moves the projected laser line along the surface of the
welded joint at a constant velocity while the laser unit continuously captures linear, 2D
profiles at fixed intervals. This gives a point cloud database for each specimen containing
the complete geometry of the scanned profiles with location data for each data point cap-
tured by the sensor matrix. The position of the measured points in each profile is given
with reference to the measurement unit.

There are two resolutions that need to be considered when scanning welded joints—
the reference profile resolution and the sampling resolution. The reference profile resolution
is determined in the direction of the laser line by the pixel density of the sensor matrix
and the nominal measurement length of the laser line. For this specific laser, the reference
profile resolution is 39 µm. The sampling resolution is given as the distance between two
sample profiles and is calculated using the scanning velocity and the scanning frequency,
as presented in Figure 3. The highest resolution investigated in this study is 50 µm, which
is also the resolution used when fitting the model parameters.
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Figure 3. Sampling resolution (mm) for different combinations of scanning speeds (mm/s) and
sampling frequencies (Hz).

2.2. Weld Geometry Evaluation

The captured weld geometry is analysed using the commercial quality assurance
system Winteria ® qWeld (Winteria, Hudiksvall, Sweden) [32]. This is done to investi-
gate and present the scatter in weld geometry for the investigated group of specimens
independently from the simulations that is later carried out. This quality assurance sys-
tem quantifies the weld geometry into geometric definitions as throat thickness, weld leg
length, undercut, weld toe radius and weld toe angle using internal algorithms developed
by Stenberg et al. [5,6]. The algorithm goes through each weld section with an internal
algorithm which locates the weld toes and determines the weld toe radii and angle by a
fitting routine. The accuracy of the method has been proven to be comparable to other
commercial programs when the same reference block has been studied [5]. The accuracy
has also been studied in [6]. The latter two geometrical parameters are presented in Figure
4 along the weld surface of specimen 24.

Figure 4. (a) Weld geometry definitions and (b) variation measured by the Winteria® qWeld [32] system for specimen 24.

The variation in radius and weld toe angle between the tested specimens is presented
in Figure 5. The scatter of the mean weld toe radius between the specimens is less than
0.5 mm and the corresponding scatter for the weld toe angle is approximately 20 degrees.
The mean value of the weld toe radius for the investigated specimens is 0.56 mm with a
standard deviation of 0.21 mm for the group. There are some specimens where outliers
with smaller radii are visible, which potentially indicates the presence of local regions
where high stress concentrations can be expected. One of these is the previously mentioned
specimen 24 where a sharp corner can be seen at the 50 mm position. This specimen is of
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interest as its mean values for both presented parameters are representative for the group
of specimens, while it has a large number of outliers below the mean for both parameters.

Figure 5. Variation of geometry within the tested group of specimens.

2.3. Uniaxial Fatigue Testing

Constant amplitude fatigue testing was carried out using an MTS High-Force Servo
hydraulic tensile tester (MTS, Eden Prairie, MN, USA) at a load ratio of 0.1. All specimens
were tested at a load level of 180 MPa. A total of 51 specimens were tested, and 14 of those
were stopped at 5 million cycles as no failure had occurred. The test results for the failed
specimens are presented both in Figure 6 and Table 1. Only the specimens that failed are
processed further in this study.

Figure 6. Scatter of the uniaxial fatigue test data.
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Table 1. Fatigue test data for single-pass tee joint test specimens and median rank estimates. All specimens are fatigue-loaded
at R = 0.1 and amplitude 180 MPa.

Failure Order i Cycles [-] Median Rank, pexp
f,i Failure Order i Cycles Median Rank, pexp

f,i

1 296319 0.0187 20 796070 0.5267
2 319754 0.0455 21 844067 0.5535
3 358569 0.0722 22 874843 0.5802
4 450880 0.0989 23 875982 0.6070
5 479592 0.1257 24 911631 0.6337
6 491902 0.1524 25 942420 0.6604
7 499422 0.1791 26 978798 0.6872
8 554425 0.2059 27 998173 0.7139
9 577447 0.2326 28 1017389 0.7406

10 601596 0.2594 29 1067794 0.7674
11 621224 0.2861 30 1102915 0.7941
12 637281 0.3128 31 1159417 0.8209
13 644313 0.3396 32 1199808 0.8476
14 697257 0.3663 33 1259817 0.8743
15 707011 0.3930 34 1478800 0.9010
16 712686 0.4198 35 1563887 0.9278
17 739705 0.4465 36 1960249 0.9545
18 761384 0.4733 37 2418827 0.9813
19 781303 0.5

The experimental failure probability was determined for the 37 specimens that failed
using an approximation for median ranks proposed by A. Benard [33],

pexp
f,i ≈ i − 0.3

nspec + 0.4
(1)

This gives an approximative failure probability for the i:th ranked failure out of a popula-
tion of nspec = 37 specimens at a 50% confidence level. The cumulative distribution function
for the given group of specimens using Benard’s approximation is presented in Figure 7.

Figure 7. Experimental failure probability using the median rank method.

3. Probabilistic Fatigue Model

In the following, the probability distribution for the fatigue strength is derived based
on the Weakest-link model [28,29].

3.1. Weakest-Link Area Model

The Weakest-link area model is derived from the assumption that fatigue failure
is caused by cracks initiated at critical surface defects and that the distance between the
defects is large enough not to cause any interaction between them. Assume that the number
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of such defects on a reference surface area Aref is q. Assume further that the area Aref
is divided into k small sub-areas and that all sub-areas are subjected to the same stress
amplitude S. The probability to find a critical defect in the sub-area is then q/k. The
probability of not finding a critical defect in a total number of k sub-areas is therefore
(1− q/k)k. The probability of failure, i.e., the probability of finding a critical defect in Aref,
can therefore be written as

pWL
f = 1 − lim

k→∞

(
1 − q

k

)k
= 1 − exp(−q). (2)

The number of critical defects is assumed to increase with increased stress level s.
A function proposed by Weibull that shows good agreement with experimental data is
q = (s/λ)β which results in

pWL
f = FS(s) = 1 − exp

[
−
( s

λ

)β
]

, (3)

where FS(s) is the Weibull probability distribution of the fatigue strength with scale and
shape parameters λ and β, respectively. It is noted that Equation (3) gives the fatigue failure
probability for a uniaxial stress amplitude S at a given number of cycles to failure n. The
dependence on the number of cycles is given by the scale parameter λ(n). An analytical
expression of the form

λ(n) = λ0

(n0

n

) 1
m exp

[
cEM

β

]
(4)

has been proposed by the authors [30], where m is the inverse Basquin exponent, cEM ≈ 0.5772
is the Euler–Mascheroni constant, n0 = 2× 106 is a reference number of cycles to failure and
λ0 is a fitting parameter. A value of m = 3 is recommended for as-welded components
with normal weld quality [34]. Using Equation (4), it is noted that the expression for the
failure probability according to Equation (3) has two unknown parameters, λ0 and β, which
will be determined in Section 5.

3.2. Multiaxial Considerations

The expression in Equation (3) can be generalized to be applicable for non-uniform
stress distributions and multiaxial stress states acting on an area of arbitrary size. Assume
that the measured weld area A, see Figure 8a, is subjected to a multiaxial stress distribution.
Assume further that seff(x) is an effective local stress amplitude, where x is a location
vector. The probability of failure according to Equation (3) can be written as

pWL
f = 1 − exp

[
−
( sequ

λ

)β
]

, (5)

where an equivalent stress amplitude is introduced according to

sequ =

[
1

Aref

∫
A

seff(x)
βdA

] 1
β

. (6)
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Figure 8. (a) Measured area and (b) reference area of the welded joint used in the Weakest-link
area model.

It is noted that the integration is performed over the surface area A. From Equations (5) and (6)
it is seen that if A = Aref and seff(x) = s, then sequ = s and Equation (3) is recovered. It should
be emphasized that Equation (5) is a conditional probability given a deterministic applied load [35]
and a known measured topography of the weld area. Including random uncertainties in load
and stress field is possible using methods from structural reliability [36–40] but is out of
the scope of the present work.

The reference area, Aref, is taken as the local area of the idealised weld surface. This
is idealised as the throat area of the weld bead with two extension regions at both weld
toes with lengths lext,x and lext,y, as seen in Figure 8 and Table 2. It is possible to use either
the measured mean value of the throat thickness for the group of specimens or the desired
throat thickness, as the fitting procedure will account for any deviation between the two.
The latter one is used in the present study. The distances of the extension regions are chosen
so that all stress-raising effects near the weld toes are included in Aref. The idealised weld
surface is not influenced by the measured geometry of individual specimens. The reference
area must be large enough to accurately capture the stress distribution in the weld and the
highly stressed region near the load-carrying weld toe for all investigated specimens. This
needs to be fulfilled even for the most extreme variations in the local weld geometry seen
in the group of specimens. The reference area is also chosen so it is smaller than the total
area measured by the laser scanner, as this ensures that no extrapolation in the dataset is
needed. The reference area is calculated as

Aref = w
[(

1 −
√

2
)

2a + lext,x + lext,y

]
. (7)

Table 2. Reference area parameters.

Parameter Implemented Value

a 4 mm
w 60 mm

lext,x 10 mm
lext,y 8 mm

t 6 mm
Aref 881.2 mm2

A common choice of effective stress is based on the largest principal stress σ1(x, t)
which varies with time t. During the complete load cycle, the principal stress attains a
maximum σmax

1 (x) and a minimum σmin
1 (x). The effective stress can be evaluated as [41]

seff(x) =
1
2

[
max(0, σmax

1 (x)) − min
(

0, σmin
1 (x)

)]
, (8)

which is applicable when the direction of σ1(x, t) is little affected by t. It is noted that a
pulsating stress will be more decisive for the fatigue life than an alternating stress and
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that a point with only compressive stresses throughout the complete load cycle will not
contribute to the failure probability.

It should be emphasized that the influence of surface defects is phenomenologically
included in the Weakest-link model. Consider a hypothetical case where the surface
topography is perfectly smooth without any variability, which corresponds to constant
local stresses along the surface. The Weakest-link (WL) model according to Equation (5)
still predicts a variability in the fatigue strength. The origin of this variability stems from
the assumption that fatigue failure is caused by cracks initiated at randomly distributed
critical surface defects that do not interact with each other. The size of this variability in
fatigue strength is determined by the Weibull parameters, which are directly affected by
surface defects, such as micropores and inclusions.

4. Numerical Implementation of True Weld Geometry

The detailed sectional geometry measurements were stitched together in a pre-processing
algorithm to form the complete weld surface. Any unwanted skewness in the surface resulting
from misalignments in the trajectory of the laser unit when scanning is corrected by affine
transformations based on the relative angles of the plate and the transverse stiffener. Erroneous
or missing data points are replaced with linearly interpolated points, no extrapolation is
carried out as the final size of the reconstructed surface is truncated at the ends. Short
wavelength noise in the recreated data set is removed using a Gaussian filter with a sampled
Gaussian kernel. This is essential, as the un-filtered surface includes discontinuations not
seen in the true weld surface, which can reduce the accuracy.

The pre-processed surface is then sent as database sampling points to ANSYS (2020 R2,
ANSYS Inc, Canonsburg, PA, USA) where the local model of the welded joint is created, one
weld profile at a time, using non-uniform rational basis spline (NURBS) surfaces. Once
the complete local weld is created, it is merged with the nominal geometry to produce the
complete specimen.

The solid model is discretised using tetrahedral and hexahedral brick elements with
quadratic shape functions (SOLID 186 in Ansys). A structured mesh is prescribed on the
weld surface so that the corner nodes of each element at the surface coincides with the
measured weld cross-section profiles, as seen in Figure 9. The number of element facets
that are tangential to the weld surface between two weld section profiles will therefore be
the same throughout the topographic surface. The side length ∆ξ of the element surface
facets in the ξ direction does thus vary to a small extent. The mean value of ∆ξ in the region
close to the fatigue loaded weld toe is prescribed as 15 µm, whereas the remaining element
surface facets have a mean value of 150 µm. The side length ∆η of the element surface
facets in the η direction is set to 50 µm.

Figure 9. Structured discretisation of the weld geometry surface.

Half of the specimen, including the non-treated weld, is modelled as a representative
unit of fatigue strength for the complete specimen. This is motivated by the fact that no
fatigue failure was initiated at the HFMI-treated weld. A symmetry boundary condition
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is applied on the symmetry plane going through the middle of the stiffener. The nodes
located at the far end of the specimen, where the fatigue clamps grip, are slave nodes con-
nected rigidly to remote master nodes that lie in corresponding z-planes, as schematically
presented in Figure 10. These nodes are constraints from translation in all directions except
for in the x-direction and they are only free to rotate around z.

Figure 10. Boundary condition applied in the numerical simulations of the stress distribution.

Each specimen is simulated in two analysis steps—the first step represents the straight-
ening of the specimen in the clamping phase (prescribed rotation θ = π − θp) and the second
corresponds to the cyclic loading of the specimen (prescribed rotation θ = π − θp and ap-
plied nominal force F). Linear elastic material behaviour is implemented in the simulation
model with a Young’s modulus of 200 GPa and a Poisson’s ratio of 0.3. The stress distri-
bution for specimen 24 under cyclic loading is presented in Figure 11. The implemented
simulation process is completely automated from start to finish to ensure that all specimens
are analysed using the same conditions. The only manual input needed during the process
is the location of the fatigue critical weld toe in the scanning data. The CPU (Intel(R)
Core(TM) i9-10940X (14Core, 3.30GHz)/64GB RAM) simulation time for each specimen is
around 1 h per specimen.

Figure 11. Stress distribution at the weld surface of the specimen 24 (failure order 17 in Table 1) for a nominal stress of
180 MPa.

5. Evaluation of Failure Probability and Determination of Model Parameters

For each specimen, the simulated stress distribution for the clamping phase and the
cyclic loading are used to determine the distribution of the maximum principal stress
amplitude at the weld surface. The failure probability for the specimen is calculated by
writing the area integral in Equation (6) into a double integral

sequ =

[
1

Aref

∫ ∫
seff(η, ξ)βdξdη

] 1
β

, (9)
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where the first integration direction, ξ, is along the weld profiles and the second integration
direction, η, is in the scanning direction. This is presented schematically in Figure 9. The
integral is evaluated numerically as

sequ =

[
1

Aref
∑

i
∑

j
seff
(
ηi, ξ j

)
∆ξ j∆ηj

] 1
β

, (10)

where ηi and ξ j are the nodal positions and seff
(
ηi, ξ j

)
is the effective stress value evaluated

at the corner nodes. The latter is computed by extrapolation of the stress values from the
Gauss points, followed by an averaging at each node.

The two model parameters, β and λ0 in Equations (4) and (5), are fitted by minimising
the mean square error (MSE) given by

MSE =
1

nspec

nspec

∑
i = 1

(
pexp

f,i − pWL
f,i

)2
. (11)

The parameters that minimised the MSE are presented in Table 2. One specimen was
excluded from the fitting process as it singly influenced the fitted parameters and increased
the MSE more than any other specimen. The same specimen after the fitting was verified
as an outlier as it was more than 1.5 times the interquartile range [42] away from the upper
quartile or below the lower quartile of the relative error in estimated failure probability

ei =
∣∣∣pexp

f,i − pWL
f,i

∣∣∣. (12)

The parameter ei is the fitting error of the Weakest-link model. The fitting accuracy is
quantified using Pearson’s correlation coefficient

r =
nspec ∑ pexp

f,i pWL
f,i − ∑ pexp

f,i ∑ pWL
f,i√

nspec ∑
(

pexp
f,i

)2
−
(

∑ pexp
f,i

)2
√

nspec ∑
(

pWL
f,i

)2
−
(

∑ pWL
f,i

)2
(13)

and is presented together with the root mean square error RMSE =
√

MSE in Table 3.
The fitting accuracy of each specimen is presented in Figure 12 where the model failure
probabilities are compared with the experimental values derived from the median rank
approximation. A high correlation of 0.9 is computed between experimental and model
failure probability. Therefore, the proposed modelling approach captures the influence of
weld topography on the specimen fatigue failure probability well.

Table 3. Fitting parameters and accuracy metrics.

Weakest-Link Fitting Parameters Accuracy Metrics

β (-) λ0 (MPa) RMSE r
8.22 314 0.121 0.903
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Figure 12. Numerical fatigue strength estimations at the corresponding fatigue life determined from
experimental testing.

6. Influence of Sampling Resolution on Predicted Fatigue Failure Probability

In the following, the Weakest-link model is implemented using different sampling resolu-
tions and sampling sequences, in order to quantify the sampling-induced uncertainty. Based on
the quantified uncertainty, an optimal sampling resolution is thereafter recommended.

6.1. Sampling-Induced Uncertainty in Computed Fatigue Failure Probability

Consider the weld geometry of the specimen shown in Figure 12, which is scanned
using a high resolution of 50 µm. The geometry of the specimen is resampled with
lower sampling resolutions and different sampling sequences, as schematically shown in
Figure 13. As can be seen, each sampling sequence corresponds to a different scanning start
position. By taking every other weld profile into consideration, the sampling resolution
is decreased to 100 µm with two possible starting positions. Decreasing the sampling
resolution further to every fourth weld profile decreases the resolution to 200 µm with four
possible starting positions. It is noted that that the highest sampling resolution of 50 µm
corresponds to 1200 weld profiles for the studied 60 mm long weld.

Figure 13. Resampling of scanning data by excluding weld profiles. Each row represents a sampled sequence including
only the profiles with filled cells.

The weld geometry of the specimen is scanned from the different scanning starting
positions using a sampling resolution of 50, 100, 200, 250, 500, 1000, 2000 and 5000 µm.
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This corresponds to more than 100 scanned weld surfaces with different combinations of
sampling resolutions and scanning start positions. An FE simulation is thereafter performed
for each of the scanned surfaces and the failure probability is computed using Equation (9).
The computed failure probabilities for different sampling starting positions are presented
in Figure 14a–e for each sampling resolution. In Figure 14a, the failure probabilities for
four different scanning start positions are shown. These four start positions are illustrated
in Figure 13 for a resolution of 200 µm (start positions 1, 2, 3 and 4). If the resolution is
reduced by a factor of 10, see Figure 14c, a total of 40 different scanning start positions
results in the shown variation in the computed failure probability. As can be seen, the
computed failure probability appears to have a sinusoidal relation to the scanning start
position. It is noted that all probabilities are computed at n = 761, 384 cycles, which is the
experimental number of cycles to failure for the considered specimen.

Figure 14. Influence of starting position on the model failure probability at different sampling resolutions. (a) 200 µm
sampling resolution, (b) 250 µm sampling resolution, (c) 500 µm sampling resolution, (d) 1000 µm sampling resolution,
(e) 2000 µm sampling resolution.
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6.2. Required Sampling Resolution

To determine the required scanning accuracy, all computed probabilities in Figure 14a–f are
plotted as a function of the sampling resolution, see Figure 15a. For each resolution, the marked
crosses correspond to different scanning start positions as described in Figure 13. The mean
and variance of the failure probability are determined for each sampling resolution as

pWL
f =

1
nseq

nseq

∑
j = 1

pWL
f,j (14)

Figure 15. Influence of sampling resolution on (a) the computed Weakest-link failure probability of 1 digitally scanned
specimen and (b) the relative absolute error in the computed probability with respect to the highest resolution (50 µm). At
each sampling resolution, different sampling sequences are marked by crosses.

And

Var
[

pWL
f

]
=

√√√√ 1
nseq

nseq

∑
j = 1

(
pWL

f,j − pWL
f

)
(15)

respectively, where pWL
f,j is the Weakest-link probability computed using a sampling se-

quence j and nseq is the number of sampling sequences for the considered resolution (see

Figure 14). As can be seen, the standard deviation
√

Var
[
pWL

f

]
decreases with decreas-

ing sampling resolution. It is further noted that, although the mean probability slightly
decreases with decreased resolution, this change is relatively small.

In Figure 15b, the relative error in the failure probabilities, with respect to the prob-
ability computed at the highest resolution of 50 µm, is plotted as a function of sampling
resolution based on

errori =

∣∣∣ pWL
f

∣∣
50µm − pWL

f,i

∣∣∣
pWL

f

∣∣
50µm

× 100% (16)

It is from Figure 15b possible to determine the required sampling resolution by setting
an allowable relative error. It should be noted that the tolerated uncertainty in predicted
failure probability is highly dependent on the application. A higher degree of certainty is
generally needed for structurally critical components in the high cycle fatigue regime. For
the studied specimen, a sampling resolution of 200 to 250 µm results in an acceptable mean
relative error in pf of less than 2%.

7. Concluding Remarks

In this study, the influence of sampling resolution in digital scanning of welds for
fatigue quality control was investigated. The method for determining the optimal resolution
consisted of five steps.
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1. Digital scanning—the local weld geometries of more than 50 welded tee joints were
measured with a high resolution of 50 µm.

2. Fatigue testing—all measured specimens were fatigue tested at the same load level.
The experimental fatigue failure probability was computed using median rank for
each specimen that failed within 5 million cycles.

3. Finite-element analysis—for each of the failed specimens during fatigue testing, the
local stresses on the weld surface were computed from FE analysis using the Digital
scanning data of the weld topography.

4. Weakest-link failure probability—a two-parameter weakest-link area model was
applied to model the fatigue failure probability based on the local stresses computed
from the finite element analysis. The weakest-link parameters were determined by
fitting the model probabilities to the experimental probabilities determined from the
fatigue testing.

5. Sensitivity analysis—the sensitivity of the computed Weakest-link failure probability
to a reduction in sampling resolution was studied based on an arbitrarily chosen
specimen. The digital scanning data was down-sampled to sampling resolutions in
the range of 100 µm to 5 mm with different scanning start positions. A finite-element
analysis was performed for each of the down-sampled scanned geometries and the
corresponding failure probability was computed. The error and uncertainty in the
computed probabilities due to the down-sampling was quantified and the required
sampling resolution was determined by setting an allowable mean error.

Based on the above steps, a sampling resolution of 200 to 250 µm has been shown
to be adequate for fatigue quality control of the studied welded joints. This sampling
resolution results in a mean relative error of less than 2% in the computed fatigue failure
probability compared to highest studied resolution in this work (50 µm). The present study
therefore indicates that the local weld geometry needs to be captured with a relatively high
resolution to accurately predict the failure probability.

The adequate sampling resolution presented in this study would, in a production
environment, be translated to scanning speeds of around 20–25 mm weld per second
scanning using a high sampling frequency of 100 Hz (illustrated in Figure 3). This means
that the time it would take to scan 1 m of weld is 40–50 s.

This study also suggests that a two-parameter Weakest-link area model using the max-
imum principal stress as a multiaxial effective stress measure, is appropriate to model the
failure probability of welds. This is demonstrated by a correlation coefficient of 0.9 between
model and experimental probabilities for the studied tee joints.

Finally, this work paves the way to quantifying the influence of local geometrical
variations on the fatigue failure probability by combining advanced statistical spatial field
analysis [43–45] of the scanned data and Weakest-link fatigue models. A comparison
between Weakest-link area [46] and volume models [47] as well as the choice of multiaxial
effective stress measure [48] need to be investigated further.
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Nomenclature

αwt Weld toe angle k, q Number of sub-areas and number
β, λ Weibull shape and scale parameter of defects
∆ξ , ∆η Element facet dimension lext,x, lext,y Extension of reference area
θ Rotational degree of freedom m Basquin slope exponent
θp Plate angle MSE Mean square error
λ0 Fitting parameter n Cycles to failure
ξ, η Local reference system parameters nseq Number of scanning sequences
ρwt Weld toe radius nspec Number of tested specimens
σ1 Largest principal stress pexp

f Experimental failure probability
a Weld throat thickness pWL

f Weakest-link failure probability
Aref Reference surface area R Fatigue load ratio
cEM Euler-Mascheroni constant r Pearson correlation coefficient
dy, dz Translational degree of freedom seff Effective stress amplitude
ei Fitting error sequ Equivalent stress amplitude
F Applied nodal force w Specimen width
FS Weibull probability distribution x Spatial position
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