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Abstract: Classification of steel surface defects in steel industry is essential for their detection and
also fundamental for the analysis of causes that lead to damages. Timely detection of defects allows
to reduce the frequency of their appearance in the final product. This paper considers the classifiers
for the recognition of scratches, scrapes and abrasions on metal surfaces. Classifiers are based on
the ResNet50 and ResNet152 deep residual neural network architecture. The proposed technique
supports the recognition of defects in images and does this with high accuracy. The binary accuracy of
the classification based on the test data is 97.14%. The influence of a number of training conditions on
the accuracy metrics of the model have been studied. The augmentation conditions have been figured
out to make the greatest contribution to improving the accuracy during training. The peculiarities of
damages that cause difficulties in their recognition have been studied. The fields of neuron activation
have been investigated in the convolutional layers of the model. Feature maps which developed in
this case have been found to correspond to the location of the objects of interest. Erroneous cases of
the classifier application have been considered. The peculiarities of damages that cause difficulties in
their recognition have been studied.

Keywords: steel sheet; surface defects; visual inspection technology; classification; neural network

1. Introduction

Rolled metal is one of the main products of ferrous metallurgy. It is widely used for the
manufacture of metal structures. However, since a significant part of the finished products
is characterized by surface defects, the production technology needs to be improved [1].
Some defects result from the original workpiece. Some are related to the chemical composi-
tion of steels. And some are associated with the shortcomings of the rolling equipment, its
adjustment, calibration, wear, etc. When combined, violations of the casting and rolling
technology contribute to the impairment of the rolled metal [2–4].

In this regard, establishing a quantitative relationship between the surface defect of
the workpiece and technological factors of the rolling process is of scientific and practical
interest. This will allow us to develop rational technological conditions [5].

The condition of the rolled surface is monitored using the automated optical-digital
control systems, which make it possible to identify defects in real time, as well as recognize
and classify them [6,7]. Such systems are based on a previous study of defect groups
using materials from databases, technological and morphological analysis [8]. In previous
articles, the types and causes of the main defects are analyzed, and their characteristics are
described [9]. However, even within one class, defects may have significant differences
in shape. This applies to a large group of defects, such as scratches, abrasions, striations.
These defects differ not only in shape, size and orientation towards rolling direction, but
also in origin. They are caused by friction (scratching) of the strip against the surface
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of mechanical equipment. This is especially true for defects formed in the longitudinal
direction [2,10,11].

Surface defects obtained by scratching have a small depth and clear edges. However,
within this class, there are defects that are more similar to abrasions. It should be noted
that in contrast to cracks, the bottom of scratches of both types can be seen clearly, and
the top radius of the scratch is much larger than that of cracks. Scratches in the form of
abrasions have a small depth, greater width, and “smoothed-out” profile. Such properties
are additional features of defects of this class.

Differences in morphology require additional capabilities in terms of detection and
recognition of defects in order to split scratches and striations into subclasses and generalize
the most significant features of such defects. In our opinion, they indicate malfunctions of
the technological equipment. Summarizing the results of the well-known studies, we can
conclude that a system of methods, models and means of detecting technological defects
of the rolled metal is in place to-date, and methodological principles of their use have
been developed, which make it possible to solve a wide range of problems. However,
since scratches, striations, and abrasions become more numerous on the rolled surface, we
should develop fundamentally different approaches to their automated identification in
the process of rolling, and take into account the diversity of their morphology.

In recent years, neural networks have been used for image analysis. Mikołajczyk
et al. [12] developed a system for estimating the tool wear based on an artificial neural
network. The neural network realized a classifier based on one category. The method
for determining the wear rate of the tool based on image analysis was also presented.
Visual Basic was used for the software realization of the proposed approach. A number
of pixels belonging to the worn area were found as a result of the analysis. The method
was investigated on an example of images showing the wear of the cutting tool edge at
different working hours.

Ferreira and Giraldi [13] developed a convolutional neural network to classify granite
tiles. The architecture of the neural network trained on the basis of CIFAR and MNIST was
taken as a basis. An image database containing 1000 full-color RGB images with a size of
1500 × 1500 pixels divided into 25 classes of 40 images per class was used for training. The
first 100 images were obtained by scanning the surface of the tiles, the remaining 900 by
rotating the original images at different angles. The authors emphasized the effectiveness
of their approach as applied to the analysis of high-resolution images.

In [14], a surface defect recognition system for checking steel sheets was proposed. It
is based on a symmetrical map of the surface area and deep convolutional neural networks,
which receive an image of the defect at the input and output of a label of one of the seven
classes of defects. The proposed approach allowed achieving an overall accuracy of 99.05%.

The authors [15] developed few-shot learning with Siamese Neural Network using
CNN structure with contrastive loss to classify defects with a small number of steel surface
defect images. Typically, the training of a neural network requires a large amount of
training data. The proposed approach facilitated the training of neural network models
while using a smaller number of samples. The developed models allowed us to classify
defects of steel surfaces with an accuracy of 86.5%.

It is promising to create technological approaches that reduce defects in the area of
plastic deformation of materials, in particular known solutions [16–18]. This article is also
one of the steps to such technology, because the exact establishment of the nature of defects,
their classification is the first step to diagnose the causes of their occurrence and further
optimize the process of rolling strips.

Thus, the classification of defects of steel surfaces is an important task both for the
recognition of defects and for the study of their causes. The understanding and the study
of the features of defects facilitates their identification in a timely manner and allows to
eliminate the causes of their occurrence, which, in turn, helps us reduce the number of
production shortages and avoid cost reduction.
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The aim of this research is to develop the means of identification of a surface damage
found on the rolled metal strips with a view to a more accurate optical-digital defectoscopy
of defects such as “scratches, striations, abrasions”.

2. Defects

Defects (Figure 1a) are represented by scratches, scrapes and abrasions in the images.
A scratch is a shallow, long defect made by something thin and sharp. A scrape is a scratch,
with a torn profile. An abrasion is a surface defect caused by mechanical stress (shear) with
an uneven in width profile. Abrasion can be both single and multiple. Scratches are usually
oriented in a certain direction. Defects of this type are caused by friction of a hard surface
against the sheet surface.
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They are very common, have different shapes, directions and colors. Depending on
the lighting direction and surface texture, they can be lighter or darker than the surface.
The color range of such damage often changes within one area of the image. Defects can be
both very thin and thick, occupy a significant surface area. The shape and appearance of
defects can be quite different, which makes it difficult to identify them, even at the expert
level. Damage is often found on a structurally inhomogeneous surface and cannot be found
easily. Defects can end up in a smooth gradient, which also makes it difficult to detect them
in the end zones. If the image contains only the disappearing side of a defect, it may not be
recognized also.

3. Methodology
3.1. Training Dataset

The dataset for training the neural network classifier was formed on the basis of
photo images of steel surfaces with damage such as scratches and abrasions. We have
collected images of different sizes from open sources, which show metal surfaces with
and without such damage. Most of the images were taken from the data provided by
the Severstal Russian Public Company for the Kaggle International Competition entitled
“Severstal: Steel Defect Detection” [19]. The database contains grayscale images measuring
1600 × 256 pixels.

In addition, images from the database of surface defects of the Northeastern University
(NEU) were used [20]. This database contains six types of typical surface defects of
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the hot-rolled steel strip, such as rolled scales, stains, cracks, dimples, inclusions, and
scratches. The database includes 1800 images in grayscale, which show 300 specimens of
each of the six different types of typical surface damage. The resolution of each image is
200 × 200 pixels. All the images of this database were resized to 256 × 256 pixels using the
bicubic interpolation algorithm.

A total of 3938 images, which show defects of different shapes and directions, and
5447 images of surfaces without defects were used for training. The training, validation and
test datasets were formed in such a way that the ratio between images with and without
defects was the same. The training images were divided into three parts: test (it accounted
for 10% of the total number of images), validation (15%) and training (75%). Training and
validation dataset were used in the training of the neural network, and test was used to
assess its quality on data unknown to it. The images show flat metal surfaces of two types:
with and without scratches and abrasions (Figure 1). All images were reviewed and marked
by experts.

3.2. Neural Network Classifier

The residual convolutional neural network (ResNet152) was chosen as the basis for
the classifier. Since 2015, residual neural networks have shown excellent results in image
processing [21]. Such networks choose low-, medium- and high-level features of the object
of interest in a multilayer way. By increasing the number of stacked layers, we obtain more
informative feature maps.

The ResNet model consists of residual blocks connected in series. Each block contains
three layers, which perform 1 × 1 and 3 × 3 convolution. However, shortcut connections
are the main feature of ResNet models. They pass one or more layers and connect the
input of one layer with the output of another. Shortcut connections significantly reduce the
problem of vanishing gradient in deeper layers of the network and significantly increase
the depth of the model. This advantage makes it relatively easy to optimize ResNet
networks, because the training error does not increase so drastically when the model depth
is increased. Due to its structural features, even the 152-layer ResNet model is less complex
than the 16-layer VGG-16 network [22] (11.3 vs. 15.3 billion of FLOP).

We used the transfer learning technique to avoid getting the neural network to detect
signs at random. This approach is often used to improve the results and hasten the training
process itself [23–25]. Therefore, prior to training, the neural network was initialized by
weights obtained during training using the ImageNet dataset, which in total contains more
than 1.4 million images divided into 1000 different classes. The general structure of the
classifier is shown in Figure 2. The input layer of the classifier has a size of 256 × 256 neu-
rons. It is followed by blocks of layers of the ResNet model. However, the last layer of the
ResNet model was removed, and a 1-neuron layer was attached instead, which performs
the classification. Thus, the model is a binary classifier. The sigmoid activation function is
used in the output layer. Therefore, the value is in the range of 0–1 at the output of each
neuron. The presence of a defect in the input image causes a value close to 1 to appear on
the output neuron (or a value close to 0 in the opposite case).

Since the training dataset is not exhaustive, the augmentation technique was used to
expand it. This contributes to the development of the best generalizing properties of the
model [26–28]. In the context of solving our problem, previous research has also shown
that the augmentation allows us to achieve better performance of the model [29]. Therefore,
we used the random crop technique to train the neural network classifier [30]. In this case,
plots of 256 × 256 pixels (according to the input layer shape) were selected randomly on
the input images. These plots formed the tensor fed to the input of the neural network. In
addition, each cropped frame of the image was transformed at random (horizontal and
vertical flip, rotation by a multiple of 90◦, random zoom in and out). This approach allowed
us to significantly diversify training data and provided conditions, under which training
batches are never repeated in practice.
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Some defects shown in the image have quite small linear dimensions (for example,
narrow scratches and striations). If an object of this type is cut during cropping, it will be
difficult to recognize it even for an expert. An algorithm was developed that forms a set of
valid frame positions for each image to avoid a very small area of the object (s) of interest
getting into the frame during random framing. This algorithm allows us to reduce the
number of false negatives of the model without interfering with the recognition of uncut
small objects. Note that this approach was not applied to objects with linear dimensions
greater than 15 pixels: they could partially fall into the frame during random framing.

Neural network classifiers were realized in Python 3.6 using the Keras 2.2.4-tf and
TensorFlow 1.14.0 libraries. We used a workstation based on Intel Core i7-2600 CPU, 32 GiB
RAM, and two NVIDIA GeForce GTX 1060 GPUs with 6 GiB of video memory for training
and testing.

In the previous investigations [29] studied the work of residual neural networks with
optimizers Stochastic Gradient Descent (SGD), Adam and RMSProp. It was found that
the best results were achieved with the SGD optimizer in combination with the focal loss
function [31]. Therefore, further training was performed with SGD optimizer and focal
loss. Focal loss function defined as:

FL(pt) = −(1− pt)
γlog(pt),

pt =

{
p i f y = 1

1− p otherwise
,

(1)

where y specifies the ground-truth class, p ∈ [0, 1] is the model’s estimated probability for
the class with label y = 1 and γ ≥ 0 is a tunable focusing parameter that smoothly adjusts
the rate at which easy examples are downweighted.

Focal loss (1) applies a modulating term to the cross-entropy loss to be able to focus
training on hard detective examples. It down-weights the well-classified examples and
puts more training emphasis on the data that is hard to classify.

A number of models based on ResNet50 and ResNet152 architectures with different
hyperparameters were trained. Models were trained at a learning rate of 0.01 and 0.001.
Three different types of augmentation were used:

(a) Minimal: random crop only,
(b) Basic: random crop and for each crop random flip horizontal, flip vertical or flip both,
(c) Extended: random crop and for each crop random flip horizontal, flip vertical, flip

both or random zooming in/out.

In total, 12 classifiers were trained (Table 1).
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Table 1. Training conditions of models.

Model No Architecture Initial Learning Rate Augmentation

1 ResNet50 0.01 a

2 ResNet50 0.01 b

3 ResNet50 0.01 c

4 ResNet50 0.001 a

5 ResNet50 0.001 b

6 ResNet50 0.001 c

7 ResNet152 0.01 a

8 ResNet152 0.01 b

8 ResNet152 0.01 c

10 ResNet152 0.001 a

11 ResNet152 0.001 b

12 ResNet152 0.001 c

During training and validation, the batch size was 10, the number of steps per epoch
was 3000, and the number of validation steps was 1000. Training began at some initial
learning rate. When the focal loss function (1) did not decrease over 10 epochs, the learning
rate was reduced by 25%. The training of the model was stopped when the learning
rate became less than 0.0001. According to the chosen learning strategy, different neural
networks could learn over a different number of epochs.

3.3. Model Evaluation Metrics

At the end of each epoch, the model was preserved, along with the quality metrics of
binary accuracy, precision, recall, and f1-score.

The recall metric shows the ability of a model to find all the relevant cases within
a dataset. The recall equals the number of true positives divided by the number of true
positives plus the number of false negatives. True positives are cases classified as positive
by the model that actually is correct, and false negatives are cases the model identifies as
negative that actually are incorrect:

Recall =
TP

(TP + FN)
. (2)

The precision metric expresses the proportion of the cases that model predicts as
positive actually were correct:

Precision =
TP

(TP + FP)
. (3)

The f1 score is the harmonic mean of precision and recall taking both metrics into
account in the following equation. The contributions of both precision and recall metrics to
the f1 score are equal:

F1 = 2· (Precision·Recall)
(Precision + Recall)

. (4)

The accuracy is the fraction of predictions our model got right:

Accuracy =
TP + TN

TP + TN + FP + FN
. (5)

Accuracy is a common evaluation metric for classification problems. This metric
shows the proportion of the total number of predictions that were correct.
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3.4. Models Training and Quality Estimation

The variation dynamics of the accuracy metric (5) and loss function (1) when training
models 11 and 12 (Table 1) is shown in Figure 3. Over several epochs, models have attained
the maximum degree of generalization, and the validation loss has begun increasing
gradually, while the training loss keeps decreasing. The validation binary accuracy during
the training of both models varied from approximately 0.945 to 0.975, with model 12
achieving better accuracy on validation data.
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However, the accuracy metric (5) does not fully reflect the quality of the model. The
distribution of images is uneven, and the training dataset is dominated by images without
defects (58%). In addition, since the random crop technique is used in the training process,
areas without defects can get into random frames when images are processed. In this case,
the overall accuracy metric will indicate the successful detection of defect-free images.
Therefore, other metrics, such as recall (2), precision (3) and f1-score (4) metrics, were taken
into account when studying the quality of the model.

Since the sigmoid activation function is used in the output layer of the classifier,
its value is in the range of [0 . . . 1] at the output. This value can be interpreted as the
degree of the model confidence in the presence of a defect in the image. The final decision
about the presence of damage can be made if the output neuron value exceeds a certain
threshold. The value of this limit affects the quality metrics of the model. To select the
optimal threshold value, f1-score model metrics was calculated for all models for thresholds
from 0.05 to 0.95 with a step of 0.01. The f1-score metric is the harmonic mean value of
the precision and recall metrics, and characterizes the model’s ability to recognize class
defects. Graphs showing the changes in the f1-score metric (4) are provided in Figure 4.
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Based on the obtained data, the optimal threshold values for the obtained models were
selected (0.36 and 0.41, respectively). Further research was performed on models based on
selected thresholds.
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The quality metrics of the models based on the test data are given in Table 2.

Table 2. Quality metrics of classifiers based on the test data.

Model No Accuracy Precision Recall f1 Score

1 0.9595 0.9894 0.7692 0.8655

2 0.9654 0.9780 0.8139 0.8885

3 0.9664 0.9764 0.8212 0.8921

4 0.9641 0.9826 0.8020 0.8831

5 0.9674 0.9532 0.8488 0.8980

6 0.96757 0.9713 0.8328 0.8967

7 0.9666 0.9608 0.8362 0.8942

8 0.9662 0.9644 0.8307 0.8926

9 0.9686 0.9685 0.8419 0.9008

10 0.9647 0.9134 0.8733 0.8929

11 0.9682 0.9381 0.8696 0.9025

12 0.9714 0.9397 0.8869 0.9125

Studies have shown that the augmentation method has the greatest impact on the
final accuracy of defect recognition during training. For models based on ResNet50, the
best result was achieved with basic augmentation. Using the variety of training samples to
extended augmentation led to a slight decrease in quality metrics. For ResNet152-based
models, the best result was achieved with extended augmentation. Obviously, a larger
volume of neurons allows this model to process and generalize a larger number of features
of defects that are formed during extended augmentation. According to the f1-score metric,
the best models are 11 and 12 based on ResNet152.

The recall metric (2) shows the proportion of defective images recognized by the
model as containing defects. The highest recall value for the Model 12 was 0.8869. This
means that the model detects almost 89% of defects among the test data. The precision
metric (3) shows what proportion of images recognized as containing defects actually holds
defects. The metric value of 0.9397 indicates that more than 93% of the images marked
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as defective are such in fact. The overall accuracy metric (5) value 0.9714 shows that the
model carries out a correct recognition of more than 97% of all images (both with and
without defects).

The receiver operating characteristic (ROC-curve) of model 12 is given in Figure 5. It
shows the ability of the binary classifier to recognize the input signal at different thresholds
of the output signal. This curve represents the dependence of the true positive rate
(TPR = TP/(TP + FN)) on the false positive rate (FPR = FP/(FP + TN)) at different
thresholds at the output of the binary classifier. It is important that ROC curves are
insensitive to the uneven class distribution: if the proportion between the number of
defective and defect-free images changes, the ROC curve remains unchanged. However,
the area under this curve (AUC-ROC with a maximum value of 1) is an integral indicator
of the model quality, which summarizes its ability to distinguish a particular class. For the
Model 2 classifier, the AUC-ROC area is 0.991.
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To analyze false negatives and false positives, we constructed a confusion matrix for
the classifier based on model 2 (Figure 6). For this purpose, a set of frames measuring
256 × 256 pixels (according to the size of the model input layer) was prepared on the basis
of test images. A confusion matrix is a summary of prediction results on a classification
task. This matrix allows us to see what difficulties arise when applying the model, and
in what cases it can produce a wrong result. A binary classifier can produce two types
of errors: it can either predict a defect when it does not actually exist (false positives), or
predict the absence of a defect when it actually exists (false negatives).
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False positives make up 1.1% of all images, which is only 1.4% of all images without
defects. Thus, errors of this kind are quite rare. Figure 7a shows examples of images marked
by the expert as not containing a defect, but recognized by the model as defective. The analysis
of such images shows that they usually contain artifacts that resemble fragments of dam-
age. Thus, image Figure 7a (1) contains an area resembling a faint scratch. In Figure 7a (2),
the model perceived the glare at the sample edge as a defect, which is also similar to a
scratch. Figure 7a (3) contains multi-colored drawings perceived as damage. The surface in
Figure 7a (4) has characteristic formations, which resemble a small abrasion under cer-
tain lighting.
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The main error rate is provided by false negatives (2.3% of all images, or 13.9% of
images with defects). Examples of images with such errors for model 12 are shown in
Figure 7b. Figure 7b (1,4) contains well-visible but low-gradient scratches. Defects in
Figure 7b (1,2) are similar to the patterns that is sometimes present on defect-free surfaces.
The defect in Figure 7b (3) is clearly visible and occupies a significant surface area, but
the light makes the defect area highly contrastive, with no gradients of intensity typical to
the damage.

3.5. Grad-CAM Class Activation Maps

When the model predicts the presence of a defect in the image, the corresponding fields
of neurons are activated in the convolutional layers. We have investigated the appearance
of feature maps, which are formed by convolutional layers of the neural network. The
picture of the intermediate neuron activation shows how successfully the convolutional
neural network converts the input signal and detects informative features [32,33]. The
activation map makes it possible to see how the input image is decomposed by various
filters generated during the neural network training. The first layers of the model contain
the whole image, but with an emphasis on certain areas. At this stage, the model retains
most of the information from the input image, but already focuses on its most interesting
features. Deeper convolutional layers reveal increasingly more characteristic features of
the image, so the picture of activation becomes more abstract.

In this case, the most interesting are feature maps from the last convolutional layer,
which contains 2048 feature maps measuring 8 × 8. A more detailed study showed that
damage of various types, sizes and shapes is quite fully represented in the feature maps. To
make sure that the model predicts the presence of damage based on the objects of interest,
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but not secondary elements of the image, we used Gradient-weighted Class Activation
Mapping (Grad-CAM) [34]. Grad-CAM allows to get an interpretation of the model
results by visualizing the heatmap of activation of neurons that were activated during the
prediction of a particular class for a given sample. Using Grad-CAM, we can visually check
which areas of the image the model focuses on, making sure that it is actually looking at
the correct patterns in the image and activating around them.

Visualization of neuron activation maps of model 12 by the Grad-CAM method is
shown in Figure 8. The heatmap is superimposed on the initial images (the larger value at
the output of neurons is marked by the orange color, and the smaller one by the blue color).
As seen from the given images, the sites of convolutional layers, which correspond to the
initial image containing the defect, are activated. This confirms that the model focuses on
their features when detecting defects.
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3.6. Analysis of Images of Any Size

The size of the input layer of the neural network classifier is 256 × 256 pixels, but
real images usually have other sizes. An algorithm with a sliding window was developed
for the analysis of such images. In this case, frames measuring 256 × 256 pixels are cut
from the initial image in steps of 3⁄4 of the image width and height (Figure 9). Based on the
frame package, a tensor is formed, which is fed to the input of the classifier.

Fragments have to overlap so as to eliminate the influence of the edge effect on the
defects found at the edge of a particular frame. Such defects can be cut and presented only
in part. In another frame, such defects are closer to the middle and, therefore, are more
suitable for the analysis.

A decision on the presence of a defect in the image is made taking into account the
results of prediction for all frames obtained from the image. If at least one of them is found
to be defective, the image as a whole is also marked as defective.
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4. Conclusions

A classifier based on a residual neural network has been developed to recognize
damage to metal surfaces such as scratches, scrapes and abrasions. It has been trained
and researched on a set of “Severstal: Steel Defect Detection” images. The best model
classifier is based on the ResNet152 deep convolutional neural network. It was found
out that a significant contribution to improving the quality of education is made by the
augmentation of training images. Models with depths of 50 and 152 layers have been
considered in different conditions (in particular, with different optimizers, loss functions
and augmentation conditions). The best hyperparameters of model have been chosen by
comparison of recall, precision, f1-score and accuracy metrics.

The best recognition quality metrics are achieved using augmentation and focal loss
function. The trained model makes it possible to recognize defects in the images and it is
done with high accuracy. The accuracy of the classification based on the test data is 97.1%
for all images. The model detects 88.7% of images with defects, with the precision reaching
94.0%.

The study has shown that most errors are due to false positives, which make 11.3%
of images with defects. Moreover, the model often makes mistakes in case of significant
visual similarity between surface artifacts and defects. Features of defects leading to their
erroneous recognition are considered.

The fields of neuron activation were investigated in the convolutional layers of the
model. Feature maps formed in this case were found to reflect the features of the position,
size and shape of the objects of interest. The areas of the convolutional layers that corre-
sponded to the original image containing the defect have been activated. Thus, the model
has focused on the defect features when detecting defects. This suggests that a tool for
semantic segmentation can be built based on the proposed models of neural networks.

The results obtained can be useful in improving the algorithms for analyzing the
operation of rolling mills and the parameters of their adjustment. It is also the basis of
the analytical assessment of the surface depending on the rolling parameters and other
technological factors [35].
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