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Abstract: Control of the material microstructure in terms of the grain size is a key
component in tailoring material properties of metals and alloys and in creating functionally
graded materials. To exert this control, reliable and efficient modeling and simulation of the
recrystallization process whereby the grain size evolves is vital. The present contribution
1S a review paper, summarizing the current status of various approaches to modeling
grain refinement due to recrystallization. The underlying mechanisms of recrystallization
are briefly recollected and different simulation methods are discussed. Analytical and
empirical models, continuum mechanical models and discrete methods as well as phase
field, vertex and level set models of recrystallization will be considered. Such numerical
methods have been reviewed previously, but with the present focus on recrystallization
modeling and with a rapidly increasing amount of related publications, an updated review is
called for. Advantages and disadvantages of the different methods are discussed in terms
of applicability, underlying assumptions, physical relevance, implementation issues and
computational efficiency.
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Nomenclature

Parameter  Description

B Avrami coefficient

b Magnitude of the Burgers’ vector

C Grain boundary energy (in the vertex model)

c Coefficient in the rate of nucleation

¢4 Grain size parameter

Cn Nucleation parameter

cx Exponent in the evolution of the recrystallized grain size
D Kinetic coefficient in the Cahn-Hilliard equation

d, dy, d¢ Recrystallized average grain size and its initial and final values, respectively
E Energy

f Local energy density function (in phase field models)

fv Volume fraction of particles

k Boltzmann constant

kx Coefficient in the evolution of the recrystallized grain size
L Kinetic coefficient in the Ginzburg-Landau equation

l Dislocation mean free path

le Typical cell size (in cellular automata models)

m Grain boundary mobility

my Grain boundary mobility coefficient

n Surface normal vector

n Nucleation event magnitude

na Avrami exponent

ny Density per unit volume of recrystallization nuclei

D, Pcs Pp, Pz Grain boundary pressure and components thereof
Q Spin states of the Potts model
Qa, Qn, @ Activation energy for deformation, nucleation and migration, respectively

R Universal gas constant (dissipation in the vertex model)

r Grain boundary radius

Tp Particle radius

Sy Grain boundary area per unit volume

T, 1T, Absolute temperature and simulation temperature (in the Monte Carlo
Potts model)

t, At Time and time step

V Volume

v Interface velocity

Wo Reduced mobility (in the Monte Carlo Potts model)

Wewitch State switching probability
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Parameter  Description

X Recrystallized volume fraction

T Spatial coordinates

A Zener-Hollomon parameter

21, 29 Parameters related to Zener drag

0 Grain boundary energy

) Subgrain size

€ Gradient energy coefficient (in the phase field method)
ePbe, el Effective plastic strain and its critical value for nucleation
€ Logarithmic strain

K Curvature

Kk Gradient energy coefficient (in the phase field method)
1 Shear modulus

[0} Phase field or level set

Pd> Pe Dislocation density and its critical value for nucleation
T Dislocation line energy

Mk Order parameters

0 Crystallographic misorientation

oy Macroscopic yield stress

Random number in the interval [0, 1]
(+) Material derivative with respect to time

1. Introduction

The macroscopic behavior of metallic materials is to a large extent controlled by the size and shape
of the grains that constitute the material microstructure. The microlevel grain structure will influence
macroscopic material properties such as mechanical strength, electrical conductivity, wear and corrosion
resistance, ductility, hardness and fatigue resistance. Being able to predict and control the morphology
of this microstructure during different metal working processes thus allows the development of tailored
material properties, optimized products and more efficient production processes. Understanding and
manipulating the material microstructure are key components in the production of functionally graded
materials, having engineered properties in different regions.

Fine-grained materials, with grain sizes down to the nanoscale, are becoming increasingly important
in many applications, e.g., in the miniaturization of products such as micro-electro-mechanical
components (MEMS), in biomedical devices and also in the production of thin metallic films and foils.
As one or more physical dimensions of the product are reduced, the microstructure has to be tailored
correspondingly in order to maintain required material properties and reliable operation of the product.
Recrystallization and grain size control is also of primary interest in the development of high strength
steels. From these observations it is clear that grain size and recrystallization are fundamental concepts

in materials science and in materials design.
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Recognizing that grain refinement through recrystallization can be achieved by exposing the material
to severe plastic deformation, several processes such as equal channel angular pressing (ECAP),
asymmetric rolling (ASR), accumulated roll bonding (ARB) and high pressure torsion (HPT) have
been devised. In order to optimize such processes and to gain further insight into the mechanics
of recrystallization, physically motivated and computationally efficient simulation models are vital.
Simulations can be used to predict the microstructure evolution, e.g., in terms of grain size and
relative grain misorientation, during plastic deformation and also to indicate suitable settings of
process parameters such as deformation magnitude, deformation rate and processing temperature. In
addition, crystallographic texture, kinetics of grain boundary migration and the size and distribution of
second-phase precipitates can be studied through simulation.

The existence and importance of recrystallization as a metallurgical process has been recognized for
many years and simulation models of the process continue to evolve and new techniques continuously
emerge. This is of course due to the increased knowledge of the physics behind the process but also
due to the increasing availability of efficient computer resources. Review papers considering various
approaches to recrystallization modeling have been published previously. In [1], the focus lies on Monte
Carlo Potts models and on a vertex model formulated by the author. Cellular automata and vertex
methods are mentioned in [2] but the focus lies on Monte Carlo Potts models. Monte Carlo Potts models
and cellular automata are also the topic in [3]. Recrystallization modeling using Monte Carlo Potts
methods, with particular application to aluminum alloys, is considered in [4] where also vertex and
phase field models are discussed.

The present paper aims at providing an updated review of various approaches to modeling and
simulation of recrystallization. Continuum mechanical models, cellular automata and Monte Carlo
Potts methods as well as more recent methods such as phase field formulations, vertex and level
set models are considered. Advantages and disadvantages of the different approaches are discussed.
Although the present paper focuses on numerical models, some attention is also given to analytical
and empirical models and classical descriptions of recrystallization. Combined formulations such as
crystal plasticity/cellular automata models and multi-level simulations using, e.g., cellular automata with
finite elements or crystal plasticity models connected to phase field formulations are not considered
here since this is beyond the scope of this review paper. But in passing it is recognized that such
multi-level simulations provide promising tools to connect macroscopic structural behavior with a
detailed description of the microstructural evolution in a material during deformation. Nor is anything
discussed on molecular dynamics simulations which have been used to some extent in the study of
the details of separate processes during recrystallization. Several of the herein considered approaches
are mainly used to model the material behavior on the grain size level. These models can in many
cases be employed in simulations using representative volume elements from which the macroscopic
material behavior can be estimated through averaging of quantities defining the microstructure. Such
homogenization procedures are not covered here.

This review paper begins in Section 2 with a brief discussion on the recrystallization process itself.
This is by no means an in-depth description of the complex recrystallization phenomena but highlights
the essential features to be captured in modeling of the process. In Section 3, classical and empirical
approaches to modeling of recrystallization are mentioned and fundamental results related to the
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nucleation of recrystallization grains, to grain growth and to grain boundary kinetics are given. Section 4
discusses continuum mechanical models. Monte Carlo Potts models are the topic of Section 5 and
cellular automata of Section 6. Section 7 outlines some fundamental features of phase field formulations
and Section 8 gives some notes on vertex, or front-tracking, models. Level set models are the topic of
Section 9. Some concluding remarks are given in Section 10. Each of the topics mentioned represent
active fields of research and in-depth discussions on each field are beyond the scope of this review
article where central concepts and especially applications to recrystallization are in focus. References
for further reading are given throughout the text.

2. Mechanics of Recrystallization

As a metallic materials is deformed through plastic slip, energy will be accumulated in the material.
This energy is to a large extent expended as heat while the remainder is stored in the material
microstructure through the generation and redistribution of imperfections, mainly dislocations. With
progressing plastic deformation, the material becomes increasingly thermodynamically unstable. A
number of different processes are now active to reduce the stored energy. One of these processes is
recrystallization, whereby new grains of relatively low stored energy are nucleated in the microstructure.
These grain nuclei can under proper conditions grow to consume the high-energy microstructure in their
surroundings, created by the macroscopic plastic deformation. Reducing the internally stored energy,
the material is by recrystallization returned to a thermodynamically more favorable state.

Recrystallization is generally accepted to be defined as the formation of a new grain structure in
a plastically deformed material. This recrystallization occurs through the formation and migration of
high-angle boundaries, i.e., boundaries with a crystallographic misorientation greater than 10-15°.
Boundary migration is driven by stored energy reduction and minimization of surface energy.

Recrystallization can take place as a relatively slow and temperature-driven process, subsequent
to deformation, known as static recrystallization (SRX). Alternatively, during plastic deformation of
the material, dynamic recrystallization (DRX) can take place [5,6]. Experimental investigations have
shown that dynamic recrystallization can in fact be subdivided into two main, physically different,
processes [7-9]. In materials of low stacking-fault energy, such as copper, dynamic recovery processes
such as cross slip and climb are limited and the microstructural evolution is dominated by discontinuous
dynamic recrystallization (DDRX) during which new grains are nucleated at high-energy sites in the
microstructure. Nucleation occurs mainly along grain boundaries but also near second-phase particles
and inclusions in the grain interiors, giving rise to particle-stimulated nucleation (PSN). In materials of
high stacking-fault energy, such as aluminum, dynamic recovery is more influential and recrystallization
occurs mainly by continuous dynamic recrystallization (CDRX). In this case, subgrains with low-angle
boundaries are formed from dislocation networks. With progressing plastic deformation, misorientation
is increased until enough energy is achieved and the initially mobile subgrain walls have become
immobilized, allowing new grains to be separated. It is worth noting that DDRX and CDRX in some
cases work together and that CDRX can act as a precursor to DDRX.

Once new grains have emerged, through either DDRX or CDRX, they may grow by grain boundary
migration. A driving pressure acts on the grain boundaries due to the jumps in stored energy across the

boundaries, allowing the new grains to expand. As grains grow, the grain boundary area and the related
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grain boundary energy will increase. This acts to lower the grain boundary migration rate and to reduce
the grain size. The grain boundary migration kinetics are further complicated in the presence of particles
which can give rise to drag forces on the boundaries and partially pin them down. This particle pinning
will restrict the progression of recrystallization while, in contrast, particles (of larger size) also may be
favorable to the recrystallization process through particle stimulated nucleation, as mentioned.

Some characteristics of the material behavior during recrystallization are worth noting since these
should be anticipated in the results obtained from modeling and simulation of the recrystallization
process. A first such characteristic is noted as new grains are nucleated at sites of high dislocation
density during DDRX. This primarily occurs along grain boundaries whereby it is common to observe
“necklace” patterns of recrystallized grains along these boundaries. Second, if a two-dimensional
microstructure with homogeneously distributed stored energy is studied, and particle pinning effects
are absent, grain growth will be purely curvature-driven. The evolution of the grain structure will
be controlled solely by the minimization of interfacial energy. In this arrangement, the equilibrium
state will consist of grains separated by boundaries connected at triple junctions with a 120° division
between the boundaries. Finally, as new grains of lower dislocation density consume the microstructure
deformed through plastic slip, the macroscopic flow stress behavior of the material will be altered.
Caused by dynamic recrystallization, flow stress serrations will appear. At lower temperatures or
increased strain-rates, cycles of recrystallization overlap and evens the flow stress oscillations. In this
case single-peak flow, followed by dynamic softening is observed. At higher temperatures, or lower
strain rates, each cycle of recrystallization is allowed to more or less finish before the next one sets
in. This results in flow stress oscillations. In both cases the flow stress tends to saturate at some level,
corresponding to a relatively stable saturation grain size. This is illustrated in Figure 1(a), showing
experimental results taken from [10] on the flow stress behavior of a 0.25% carbon steel under varying
strain-rates with the temperature held constant. Correspondingly, Figure 1(b) shows experimental results
from [11] on OFHC copper where the strain-rate is held constant while changing the process temperature.
In both cases the transition from single-peak flow stress behavior into multiple-peak serrated flow,
can be observed. The dependence on process temperature and strain rate will obviously alter the
recrystallization behavior as these parameters are changed. Estimation of optimum process parameters
is hence an important motivation for modeling of recrystallization.
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Figure 1. (a) Flow stress behavior of 0.25% carbon steel at a constant temperature
of 1100 °C under varying strain-rates. Experimental results taken from [10]; (b) Flow
stress behavior of OFHC copper obtained at a constant strain-rate of 2 x 1072 L/s
under different temperatures. Experimental results taken from [11]. In both (a) and
(b) recrystallization-induced transitions from single-peak flow stress behavior to oscillatory
flow are evident.
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The process of recrystallization is discussed in depth in the review paper [5] and is thoroughly treated
in [6]. Recrystallization modeling by different methods is also part of [12] and grain boundary migration
and related topics are extensively discussed in [13].

3. Classical Results and Empirical Models

The kinetics of recrystallization is classically addressed using the Kolmogorov—Johnson—-Mehl—-
Avrami (KJMA) relation [14-18]. By this approach, a variable X is introduced to describe the
progress of recrystallization, i.e., the fraction of recrystallized material, with X = 0 at the onset of
recrystallization and X = 1 for the fully recrystallized material. Having established the growth velocity
and the rate of nucleation, the extent of recrystallization can be estimated. The KIMA model considers
impingement of growing grains after which further growth of the grains is inhibited. To this end, an
expanded volume is defined into which recrystallized grains can nucleate and grow. The expanded
volume is allowed to contain previously recrystallized material. A differential relation is then established
between the increment in recrystallized volume which would have been created in the absence of
impingement and the true volume increment. Integration of this differential relation results in

X =1—exp(—Bt"™) (D)

where ¢ is the time and where B and n, are commonly referred to as the Avrami coefficient and the
Avrami exponent, respectively. These parameters are related to the nucleation and growth rate during
the recrystallization process. It can be noted that Equation (1) is derived under the assumption of

site-saturated nucleation and constant nucleation and growth rates. Deviations from these conditions will
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render Equation (1) less applicable. Details on the derivation of Equation (1) can be found in the original
papers [14—18] and in [12]. Plotting Equation (1) in a double-logarithmic diagram allows convenient
identification of the parameters B and n,. The Avrami exponent 4, given by the slope of the plot, gives
some indication of the character of the nucleation process, i.e., if site-saturated or continuous nucleation
takes place, and changes if two- or three-dimensional results are considered [2,6,19]. Limitations and
modifications of the KIMA model are discussed in [20-22].

As discussed in Section 2, temperature and strain rate are key parameters in recrystallization.
Considering these parameters together, empirical models of recrystallization are often based on the
Zener-Hollomon parameter, defined as

: Qa
Z =l exp | = 2
eff €XP RT ( )
where €l is the macroscopic effective or accumulated plastic strain, R is the gas constant, 7" the
absolute temperature and ()4 a deformation activation energy that is a material parameter. Note that

(+) is introduced here to denote differentiation with respect to time. The recrystallized grain size d is
estimated from a relation on the form

d=f(G) 2 3)

where ¢ is an exponent and f ((;) a function of a parameter set (; which often include the initial average
grain size and the accumulated plastic strain. Empirical models of this type are discussed in [6,23].

As mentioned previously, nucleation of new grains occurs at sites in the microstructure where enough
stored energy is present. The complexity of the nucleation process often requires some simplifications
to be made during modeling of the event. It is therefore common to see for example grain boundary
serration, relative grain boundary motion (shearing and sliding) and twinning mechanisms be disregarded
although being vital parts in the nucleation process [24-26]. Experimental studies have also indicated
that the character of the nucleation process changes with temperature and rate of deformation which
complicates the picture [27]. In addition, nucleation may also occur at a number of different sites in the
microstructure, e.g., at grain boundaries, at triple junctions and near particle inclusions. Frequently only
grain boundary nucleation is considered in recrystallization models. Particle stimulated nucleation is,
however, considered in cellular automata simulations of recrystallization in [1,28].

Models that explicitly treat the nucleation event often consider a critical dislocation density p., needed
for nucleation to take place [29-33]. In [29], this critical dislocation density is related to the macroscopic

_ QOVESH V8 (4)
Pe = 3blmT2

where -y is the grain boundary energy, b is the Burgers vector, [ the dislocation mean free path, m is the

effective plastic strain according to

grain boundary mobility, 7 = ub?/2 the dislocation line energy and p the shear modulus. Following
the classical work in [34], the nucleation at grain boundaries can be considered as a bulging of the
boundary once the critical dislocation density is reached. The critical dislocation density at the onset of
recrystallization is sometimes translated into a critical, uniaxial, strain. This threshold strain corresponds
to a uniaxial stress value that can be related to the Zener-Hollomon parameter Z in Equation (2), cf. [6].
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Considering a continuous nucleation process, rather than the site-saturated nucleation of the KIMA

formulation, the rate of nucleation is conveniently related to the macroscopic effective plastic strain by a
. -p Qn
n=ceqgexp| — 5
off €XP ( RT) (5)

where ¢ is a constant and (), the activation energy for nucleation. The formulation in Equation (5)

relation on the form

corresponds to the proportional nucleation model in [30,31]. Expressions for the nucleation rate as in
Equation (5) have been used in Monte Carlo modeling of recrystallization in [35,36] and in cellular
automata models in [19,37,38].

Once nucleated, the recrystallized grains can grow due to a driving pressure p acting on the grain

boundary. The local velocity v of a grain boundary can be written as
v =1mp (6)

where m is the boundary mobility [6,13,39]. The driving pressure p contains one component p¢ related
to the local grain boundary curvature. This pressure component is derived from the grain boundary
energy and is also a function of the local grain boundary curvature. This pressure component act as to
restrict grain growth in order to keep the grain boundary energy to a minimum. Additionally, the driving
pressure p contains a term pp that is derived from the stored energy and hence related to the jump in
dislocation density across the grain boundary. This component drives an expansion of the recrystallized
grain into the plastically deformed surroundings. Finally, the driving pressure p will also be influenced
by a term py due to the presence of impurity particles which may exert drag forces on migrating grain
boundaries or in the limit prevent boundary migration through particle pinning. Considering purely
curvature-driven grain boundary migration, the driving pressure is given by

2y
T

pc = (7N

where r is the local grain boundary radius. The negative sign in Equation (7) appears since this is a
retarding pressure component. The driving pressure due to the jump [p] in dislocation density across the
grain boundary is given by

pp = 7lp| (8)
The pressure component due to particle drag appears on general form as

22

Pz = —=17 % 9
where « is the grain boundary energy and fy is the volume fraction of particles with radius r,. The
grain boundary energy is a function of the crystallographic misorientation ¢ across the grain boundary,
often described by the Read—Shockley equation for low-angle (¢ < 15°) grain boundaries [40] or by
other models of the boundary energy such as the one in [41] for the entire interval of misorientation
angles. Choosing the parameters z; and 23 as z; = 3/2 and z, = 1, the original formulation by Zener
is retrieved [42]. The Zener model of particle pinning was established assuming that the grain boundary
move as a rigid front between pinning particles. Modified versions of Equation (9) that takes bulging of

the grain boundary into account result in other values of the z;-parameters, as shown in, e.g., [43—45].
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Again, a negative sign in Equation (9) indicates that this is a pressure component that restricts grain
growth. If all pressure components are taken together, Equations (7)—(9) result in a driving pressure on

the form
27 .
P = pp + pc +szT[p]—7—sz— (10)
p

Purely curvature-driven grain boundary migration is considered for example in [46]. Impurity effects
on grain boundary migration is discussed in the review paper [47] and also in [6,13]. Modeling of
the influence on grain boundary migration kinetics from particle drag forces is discussed in the review
paper [48] and in conjunction with Monte Carlo Potts modeling in [49], with cellular automata in [50]
and using phase field formalism in [51-54].

The grain boundary mobility that enters Equation (6) is usually given a temperature dependence

according to an Arrhenius relation on the form

m = mg exp (—%) (11)

where (), is the activation energy for grain boundary migration. The pre-exponential term m, can
be viewed as a function of both temperature and of the crystallographic misorientation across the
grain boundary [55]. A grain boundary mobility formulation like in Equation (11) has been employed
analytically in [56] and in cellular automata in [19,38].

The grain microstructure will influence the material behavior on several levels. Microscopically, the
evolution of the dislocation density will be influenced by the grain size as grain boundaries pose obstacles
to dislocation motion and serve as sites for dislocation accumulation and storage. Macroscopically,
this will manifest itself in an influence on the flow stress behavior of the material, for example due to
a Hall-Petch component. In addition, the macroscopic strain-rate dependence of the material will be

influenced by the grain structure as shown for aluminum in [57].
4. Continuum Mechanical Models

In continuum mechanical models of inelastic material behavior, it is common to describe the
deformation history by use of internal variables. These are often variables related to the accumulated
plastic deformation and the macroscopic deformation hardening of the material. Different aspects of
internal variable formulations are discussed in the review papers [58,59]. Considering such continuum
mechanical formulations where recrystallization is also included, the internal variables can in addition
represent other homogenized quantities such as the dislocation density and the grain size. Macroscopic
properties such as flow stress behavior and strain-rate dependence will by this approach be linked to
averaged properties of the evolving microstructure. The macroscopic flow stress o, will include a

dependence on the average grain size d, often described by the Hall-Petch proportionality
1
Vd

In addition, during plastic deformation of the material, the increasing dislocation density pq will be

(12)

oy X

perceived macroscopically as a deformation hardening. This can be described by

o,  \/Pa (13)



Metals 2011, 1 26

The evolution of the dislocation density will also be influenced by the recrystallization process as the
new grains are of considerably lower stored energy than the parent material. Also, when the average
grain size decreases, the amount of grain boundary area will increase which results in restricted mobility
of the dislocations and dislocation accumulation. The intricate relations between the different physical
processes, and across length scales, result in a system of coupled equations that yield the evolution of
the internal variables.

In several phenomenological continuum mechanical models of dynamic recrystallization, the
critical condition for initiation of recrystallization is taken as a macroscopic critical plastic strain F,
corresponding to the critical dislocation density in Equation (4) on the microlevel. By this approach,
recrystallization is not activated until € > ¢P. This approach is used in a finite strain, visco-plastic,
constitutive model of recrystallization in [60]. Such a macroscopic recrystallization criterion is also
discussed in relation to analytical models and experimental results in [61-63]. In [64], where SRX is
modeled, the dislocation density is represented in terms of an internal variable related to the isotropic
hardening of the material. A temperature-dependent critical threshold value of this variable is defined
and as the isotropic hardening variable reaches the critical value, recrystallization is initiated. A
similar model is established by the same group in [65], where both static and dynamic recrystallization
is considered.

As the recrystallization criterion is met, the initial average grain size dy will be gradually reduced
until a saturation grain size dy is reached. Frequently the evolution of the average grain size is described

by an expression on the form
d=dy— (dy—di) [1 —exp (—kx (% — e2)™)],  di <d <dp (14)

where kx and cx are parameters that define how fast the recrystallization proceeds with increasing
plastic deformation. The McCauley brackets (-) indicate that no recrystallization will occur until the
recrystallization criterion e2; > P is met. Expressions for the recrystallized grain size as formulated in
Equation (14) have been used in [60—63,66—70].

Another approach to describing the recrystallization process is related to the formulation in [71,72].
An evolution equation for the subgrain size ¢ is established according to

o =g(8) e (15)

where ¢ (0) is a function of the current value of the subgrain size, i.e., the spacing between dislocation
walls. An expression for the presently available amount of grain boundary area per unit volume
sy (do, eby) is thereafter defined as a function of initial grain size and deformation state. If nucleation is
considered to only take place at grain boundaries, the density per unit volume of recrystallization nuclei
is calculated as

ny = (%) sv (do,ebs) (16)
where ¢, is a parameter related to the probability of presence of subgrains large enough to constitute
nucleation sites for recrystallization. The recrystallized grain size is finally approximated under the

assumption of site-saturated nucleation from a relation on the form

d= Cq (n\/>_1/3 (17)
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where cq 1s a parameter [73]. It is worth noting that this approach involves an evolution law for the
subgrain misorientation, taking the misorientation as an averaged quantity. This formulation is used in
simulation of SRX during thermo-mechanical processing in [73] and in relation to hot rolling in [74,75].
The formulation is also discussed in the review paper [23].

Continuum mechanical models where recrystallization is taken into account have the definite
advantage of being able to conveniently simulate macroscopic structural behavior influenced by an
evolving material microstructure. A further advantage of the continuum mechanical formulations
is that they often are readily implemented as material models in existing finite element models.
It is however less straight-forward to include microstructure parameters such as grain orientation
and re-orientation during the macroscopic deformation process, i.e., the evolution of crystallographic
texture. Such information can be obtained from crystal plasticity formulations where, however,
the changes in microstructure in terms of nucleation, growth and consumption of grains is more
of an issue. It is also worth noting that in continuum mechanical models, the characteristic
parameters of the grain microstructure—such as grain size and dislocation density—are only available

as homogenized quantities.
5. Monte Carlo Potts models

The Potts model [76] is an elaboration of the Ising model that in turn is based on the two states of a
magnetic spin system to describe the evolution of a magnetic domain. In the Ising model, the analysis
domain—in two or three dimensions—is discretized onto a grid of lattice sites, each characterized by its
magnetic spin state, either up or down. Performing the simulation, the Ising model strives to minimize
the presence of boundaries between regions of the two spin states. The Potts model is a generalization of
the Ising model in the sense that an arbitrary number of () spin states is considered. The Ising model is
obviously obtained from the Potts model by the choice of () = 2. In [77-79] it was recognized that the
Potts model had all the characteristics of a polycrystalline grain structure and a Monte Carlo sampling
of different states was introduced in conjunction with the Potts formulation. Monte Carlo Potts models
are reviewed in [2,4] and the algorithm is also discussed in [12]. In [48], the Monte Carlo Potts model
is used in a study of Zener pinning and is also compared to results from phase field and front tracking
methods. Monte Carlo Potts modeling of particle pinning is also discussed in [49].

As in the original Ising model, the Monte Carlo Potts algorithm is based on a division of the analysis
domain into a grid of N lattice sites. Each lattice site ¢ is given an index s; and all sites with a
common index belong to the same grain. A schematic representation of a grain structure is shown
in Figure 2. Additional parameters can be assigned to each lattice site, containing information on for
example crystallographic orientation and dislocation density, characterizing the physical state of the site.
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Figure 2. Illustration of a 2D grain structure mapped onto a square lattice. All lattice sites
belonging to a common grain share the same lattice index s;. Grain boundaries are drawn
with thicker lines.
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The total energy £ of the analysis domain under consideration is calculated from

N n
E=Y)_ <Z %7 (84,5;) + Es (5¢)> (18)
i=1 \j=1
where n is the number of neighboring lattice sites considered for each individual site 7. Ej is the stored
energy related to the dislocation density at site 7 and the boundary energy 7 (s;, s;) is a function of
the lattice index s; of the present site and of the neighbor site j. This corresponds to the boundary
energy being a function of the relative crystallographic misorientation across the boundary as discussed
in relation to Equation (9). The energy terms are in the units of the Boltzmann constant k.

The evolution of the grain microstructure is now obtained by employing a Monte Carlo sampling of
lattice states. A lattice site is chosen at random and a change in the spin state of the site to another of ()
possible spins is suggested after which the corresponding change in energy AF, due to the changed spin,
is calculated from Equation (18). On the basis of AF, the suggested spin change is accepted or rejected.
A single Monte Carlo step (MCS) involves a total of N spin change attempts. One formulation of
the algorithm is obtained by considering lattice sites in pairs and switching the spin states between these
sites, leading to Kawasaki dynamics where the volume fraction of each spin is conserved. Non-conserved
spin—or Glauber—dynamics, is achieved by considering lattice sites individually and suggesting a new
spin at each site [12].

Consistent with the Monte Carlo approach, the switch of a spin state is accepted or rejected on account
of a switching probability wsyitch (AF). As a switch is suggested, a random number & € [0, 1] is
generated and the switch is accepted if & < wgyiten (AFE), otherwise it is rejected. One common choice
for the switching probability is the symmetric function

1 AFE
Wswiteh (AE) = §w0 [1 — tanh <2kTs)1 (19)

where wy is the reduced mobility between the neighboring sites with index s; and s, cf. Equation (18).
In addition, k7 represents a thermal energy of the simulation analogous, but not directly related, to
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the physical thermal energy of the system. Note that 75 is not the physical temperature, but rather a
simulation temperature that governs the degree of disorder—or the noise—in the system. Choosing
T, = 0, Equation (19) reduces to

1
Wswiteh (AE) = o if AE=0 (20)
0 if AE >0

An alternative to Equation (19) is a Metropolis sampling function as discussed in [12].

The morphology of the simulated grain microstructure will be influenced by the underlying lattice
onto which the grain structure is mapped. The lattice structure will be represented in the results, giving an
undesired faceting of the modeled grain boundaries. This may even influence the grain boundary kinetics
as the progress of recrystallization can be slowed down or stopped prematurely. Different remedies for
this pathology have been suggested. By one approach, the number of neighbor samplings done for each
site is increased, usually by considering an extended set of neighboring sites and not only the nearest
sites. A second option is to consider other lattice arrays such as changing from a square to a triangular
lattice. A third alternative is to set the simulation temperature 7; > 0 which will serrate the boundaries
and by a properly chosen value result in equiaxed grains and correct recrystallization kinetics.

Lacking physical length and time scales, the results from Monte Carlo Potts simulations can be
compared to experimental results by different approaches. One option is to relate the length and
time scales of the simulation to their physical counterparts and perform a matching of simulated
and experimental results. By this method, a real microstructure is mapped onto the simulation
lattice, resulting in a matching length scale. In the next step, the simulation is executed until a
certain microstructure is achieved that is comparable (statistically) to one obtained from experiments.
The simulation time can then be calibrated against the physical time required to reach the same
microstructure. This approach is taken in [80]. Alternatively, the parameters of the Monte Carlo Potts
model can be interpreted in terms of physical quantities as in [81], giving correct units to the simulation
results. The recrystallization kinetics obtained from Monte Carlo Potts simulations are in [35,36,82]
shown to agree relatively well with classical KJMA theory.

Although other approaches to grain-scale modeling of recrystallization have appeared, Monte Carlo
Potts models of the recrystallization process are still frequently used. The algorithm is versatile
and flexible enough to represent many different physical features and processes. The numerical
implementation is straight-forward and decent computational efficiency can be achieved, especially since
the algorithm is very suitable for parallelization. Less attractive qualities of the algorithm is the influence
of the underlying lattice and the lack of physical length and time scales, although remedies for this have
been suggested as mentioned previously.

Monte Carlo Potts models have been used in a vast number of studies on aspects of recrystallization.
Some have already been mentioned and others include for example [83] where the kinetics of the
formulation is studied and the series of papers [82,84,85] where homogeneous and heterogeneous
nucleation and particle pinning effects are studied. Dynamic recrystallization is the topic in [86]
and the influence of dynamic recovery and deformation temperature on recrystallization is studied
in [35,87]. Special grain shapes are studied in [88] and three-dimensional recrystallization simulations
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are performed in [36]. Note that these are only a few of the published works on Monte Carlo Potts
modeling of recrystallization and many more exist.

6. Cellular Automata

Cellular automata are defined on two- or three-dimensional analysis domains and allow for simulation
of both spatial and temporal evolution of microstructures. The analysis domain is partitioned into a grid
of sub-regions, the cells. The grid is most often defined as regularly spaced although irregular, or random
grid, cellular automata have been employed in [89]. To each cell is assigned a set of state variables which
define the physical state represented by the cell, e.g., if it represents recrystallized material or not. In
each simulation step, which can be regarded as a time step, a neighborhood of each cell is identified,
cf. Figure 3. This might be the nearest neighbor cells or extending further out to include first- and
second nearest neighbors or more. The type of neighborhood can be allowed to change between cells
and between solution steps. State switching rules are defined to determine the updated state of each
cell based on the cell’s previous state and the states of the cells in the neighborhood. These switching
rules can be taken as deterministic or probabilistic, based on some probability criterion [90]. Discrete
solution (time) steps are taken during which the updated states of all cells are calculated, but no cell
state is actually changed until the end of the solution step when the states of all cells are updated
simultaneously. The time step need not be fixed, but can be allowed to vary. Since the updated cell states
are based on the information from a local neighborhood, only small amounts of information have to be
passed between cells during state update and hence the cellular automaton algorithm is very amenable
for efficient parallelization, providing excellent scalability. Another way to increase the computational
efficiency is to only consider boundary cells when performing the cell state update. Since the number of
boundary cells is a smaller subset of the total number of cells, a significant gain in computational time is
to be made by this approach.

Figure 3. Illustration of a 2D cellular automaton with square cells. Two common types of
neighborhood for a cell 7 are illustrated (shaded gray): (a) von Neumann neighborhood; and
(b) Moore neighborhood.

(a) (b)
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Considering recrystallization, the cell state variables may include the dislocation density,
crystallographic orientation and some identification flags, indicating to which grain the cell belongs
and if the cell represents recrystallized material or not. If the identification flag of the current cell and
any cell in the neighborhood are different, then the current cell is at a grain boundary.

At the beginning of the simulation, state variables are given values to define the initial microstructure.
The initial state can be obtained through simulations, e.g., based on crystal plasticity simulations [91],
or on experimentally measured data from physical samples. The grain microstructure is defined by
cells belonging to different grains and a schematic illustration of a grain boundary representation in the

cellular automaton is shown in Figure 4.

Figure 4. Schematic close-up of a grain boundary between two grains A and B in the
cellular automaton. The cells belonging to grain A are shaded gray while the cells in grain
B are white. The local boundary velocity v is indicated.
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Grain boundary

The cellular automaton domain can be analyzed under any combination of boundary conditions along
the edges including periodic, symmetric and mirror boundary conditions.

Grain boundary kinetics are conveniently described in the cellular automaton using
Equations (6)—(11) and state variables such as dislocation density can be updated in each time
step by employing evolution laws on rate form [19].

Considering a fixed grid cellular automaton, the typical cell size /. would be the distance traveled
by a migrating grain boundary during a single time step. With the grain boundary velocity given by
Equation (6), this would allow the global time step At to be calculated as

1)

However, since the driving pressure p and possibly also the mobility m are local quantities that varies
throughout the microstructure, this approach is not feasible. An alternative approach is to introduce
probabilistic cell state switching rules like in the “hybrid” model introduced in [3,92]. This can be
achieved by considering a local switching probability wgyitcn as was defined in Equation (19) for the
Monte Carlo Potts method. For each cell having an approaching grain boundary in its neighborhood,

this probability is calculated as

Y where v < Upax 22)

Wswitch =
max
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where v is the local grain boundary velocity and vy, the maximum velocity occurring anywhere in
the analysis domain for the present time step. In each solution step, a random number £ € [0, 1] is
generated. If & < wgyiten the switch is accepted and the current cell is consumed by the approaching
grain, otherwise the switch is rejected. This approach prevents the unphysical situation where all mobile
grain boundaries advance one cell distance in a common solution step, irrespective of their varying
migration rates. Probabilistic cell state switches are discussed in [3,12,19,93].

If continuous rather than site-saturated nucleation is considered, nucleation of new grains can be
incorporated into the cellular automaton algorithm by employing an evolution law for the nucleation
on rate form as in Equation (5). In this way the number of nuclei to appear during a time step can
be calculated. Positioning of the nuclei can then be performed randomly at suitable sites, primarily
along grain boundaries, or deterministic at sites that fulfill some nucleation criterion, e.g., in terms of a
critical dislocation density as discussed in relation to Equation (4). Preferably, cell sites with the highest
dislocation density are consumed first, corresponding to the recrystallization process working to lower
the stored energy. Viewing the cellular automaton as a representative volume element, quantities such as
macroscopic flow stress can be obtained by some homogenization procedure as employed in [19].

Cellular automata for recrystallization modeling are discussed in the review paper [93] and also
in [12].

As discussed in [12,94], the shape of the grains in the cellular automaton will be influenced by
the grid discretization and certainly by the choice of cell neighborhood, cf. Figure 3. Simulation of
recrystallization, using a deterministic cellular automaton, was performed in [95] where the influence
of the selected cell neighborhood is seen to control the shape of the recrystallized grains. Issues as
these have resulted in a number of studies on how tho represent surfaces and curvature on grids like the
ones employed in cellular automata. Calculation of the local curvature is also important in establishing
the grain boundary energy v, appearing in Equation (7). One approach to estimate the local boundary
curvature is by use of kink-templates as formulated in [96], also used in [19,38,97]. By this approach,
an expanded cell neighborhood is considered—the “template”—and the curvature is estimated based on
the number of cells belonging to the grain in question and the number of cells that would constitute a
planar interface in the template region.

The cellular automaton algorithm offers attractive possibilities in simulation of microstructure
processes, one advantage being high spatial resolution. In addition, unlike many other numerical
solution schemes and especially those based on continuous fields, cellular automata provide excellent
scalability for computer code parallelization, giving computational efficiency. Since the microstructure
is fully represented, local effects are considered unlike in phenomenological models. Discrete, rather
than homogenized, processes are modeled. Cellular automata are also versatile tools in computational
materials science since arbitrary constitutive relations and cell state switching rules can be used. They
are also capable of replicating the recrystallization kinetics obtained from the KIMA model, as shown
in [19]. A disadvantage of the method, pertaining to recrystallization modeling, is the inability of cellular
automata to trace texture evolution due to macroscopic deformation.

Additional examples from the vast number of studies where cellular automata have been used in
modeling of recrystallization can be found in [98] and [37] where dynamic recrystallization is studied and
in [99] in relation to multi-stage hot deformation. In addition, Zener pinning is studied in [50], irregular
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cellular automata is used in simulation of dynamic recrystallization in [100] and recrystallization during
hot rolling is modeled in [46]. Many additional examples exist.

7. Phase Field Models

In phase field models of recrystallization, the grain microstructure is described by phase field
variables. These are functions that are continuous in space and a distinction is made between conserved
and non-conserved variables. A conserved variable is typically a measure of the local composition
whereas a non-conserved variable contains information on the local structure and could represent for
example the crystallographic orientation. Within a single grain, a phase field variable maintains a
nearly constant value that correspond to the properties of that grain. Grain boundaries are represented
as interfaces where the value of the phase field variable gradually varies between the values in the
neighboring grains on opposing sides of the grain boundary. Grain boundaries are hence described
as diffuse transition regions of the phase field variables in contrast to sharp interface models where jump
discontinuities in quantities such as the energy occurs. This is schematically illustrated in Figure 5. The
sharp interface description can be retrieved from the phase field formulation by considering the sharp
interface limit of the phase field model through asymptotic expansion, whereby the width of the diffuse

interface tends to zero.

Figure 5. (a) Diffuse interface description with a continuous variation of properties
across the interface; (b) Sharp interface description with discontinuous properties across

the interface.
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As a consequence of the diffuse interface formulation, there is no need to explicitly trace the location
of interfaces as in sharp interface models. This allows arbitrary grain morphologies to be represented
without any assumptions on the grain shapes. The evolution of phase field variables in time is calculated
from a set of partial differential equations that are solved numerically.

The governing equations for a system of two coexisting phases described by a non-conserved,
continuous, phase field ¢ (x,t), where x is the spatial position of a material point, was first presented
in [101]. In such models, the single phase field will have a value of O in one phase and 1 in the other.
Often applied to the process of solidification of melts, this formulation could be interpreted as ¢ = 0
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in the liquid and ¢ = 1 in the solid phase, respectively. The single-phase field representation was
later elaborated to consider multiphase systems in [102,103]. Such a system, containing a total of N
coexisting phases, is described by employing /N phase field variables—or order parameters—i);, where
k = 1...N, corresponding to the local fractions of each phase. The phase fields are thus subject to
the condition
N
an =1 where mn, >0, Vk (23)
k=1
which has to be fulfilled at all points in the domain under consideration. In modeling of recrystallization,
each variable 7, can be taken to represent a crystallographic orientation and hence a total of & orientations
are considered while in reality the number of possible orientations are infinite. The number of
orientations to be used in the simulation thus has to chosen with some care. In [104] it is suggested
that 36 order parameters are sufficient for grain growth simulations in a two-dimensional system.
Figure 6 schematically illustrates a grain structure represented by the orientation parameters 7y,
corresponding to individual grains. In a grain indexed by 7 it holds that ; = 1 while all other parameters

Nk+ = 0. Grain boundaries will be represented by intermediate combinations of the 7, parameters.

Figure 6. Schematic representation of a grain microstructure using the orientation

parameters 7. Grain boundaries are indicated with solid lines.

In addition to the 7;-variables, also a set of n conserved variables c;, © = 1...n, could be introduced.
The c;-variables could be used to represent for example a conserved concentration of solute atoms as
in [51] where solute drag is studied (with n = 1).

As discussed initially, the driving force for recrystallization is a minimization of the energy of
the system. This energy can be viewed to consist of different components related to interfacial
energy, bulk energy, elastic energy and so on. In a phase field setting, the energy is established as
a functional of the phase field variables and their gradients in contrast to standard thermodynamics
where a homogeneous distribution of the properties is assumed. The approach for systems with
diffuse interfaces and heterogeneous properties was first established in [105]. Phase field models of

microstructure evolution differ mainly in the treatment of different components in the energy functional.
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Following [102,106], and as discussed in [107,108], the energy functional of a multiphase system under
constant temperature can be generally written as

n N
F- | [f () + 325 (Ve + 3 5 (Fn’| av 24)
where V' is the total volume of the system and f a local energy density function, interpolating the energies
of the coexisting phases. The gradient energy coefficients € and x; control the influence of the gradients
of ¢; and 7, and thus the diffuseness of interfaces. The interface width and the interface energy are
related to the values of € and .

Evolution laws for the orientation variables 7, and the conserved variables c; are established from the
energy functional in Equation (24). This is achieved by using the time-dependent Ginzburg—Landau or
Allen—Cahn Equation [109] for the non-conserved variables 7 and a Cahn—Hilliard Equation [110] for

the conserved variables c¢;. This results in evolution equations on the form

F
ﬁk:—Lké—, k=1..N
0Nk

502‘

where L and D; are kinetic coefficients related to the grain boundary mobilities and to the coefficients

(25)

of atomic diffusion, respectively. It is shown in [109] that the interface velocity can be expressed as
v=IL" (26)
T

for N = 1 which is analogous to the classical result in Equations (6) and (7) for purely curvature driven
grain boundary migration with 7 being the local grain boundary radius.

The evolution laws in Equation (25) can be solved using some numerical scheme like finite
differences, finite elements or by spectral algorithms. As interfaces have to be resolved, a relatively fine
computational grid has to be used, adding to the computational effort. Employing grid adaptivity may
help in reducing this effort. When microstructures containing a large number of grains are considered,
this may however prove impractical.

Phase field models have during the last two decades been employed in simulations of a number
of different microstructure processes. Arbitrary microstructure geometries such as grains can be
represented without the need of explicitly tracing interfaces. Phase field models also provide the
possibility to consider a wide array of microstructure processes based on thermodynamic formulations.
The computational effort involved in simulating an evolving microstructure using phase fields is quite
significant. Remedies such as adaptivity of the discretization grid can reduce the computational time, as
can code parallelization although not as efficiently as with discrete methods such as Monte Carlo Potts
formulations or cellular automata. Phase field models are capable of tracing arbitrary grain interface
geometries and their evolution although the method is less applicable in studies of texture evolution.

Phase field modeling in materials science in general is reviewed in [107,108,111] and with particular
focus on recrystallization in [4]. The kinetics of the KIMA model for evolution of microstructures are

compared to phase field models in [112] with acceptable agreement. Differences are explained by the
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assumptions made in the KIMA model. Phase field and Monte Carlo Potts models of grain coarsening
are compared in [113]. Additional examples of studies where grain growth is modeled using phase field
simulations can be found in [51,104] where, in the latter paper, solute drag is included. In addition,
three-dimensional grain growth is studied in [114] and grain growth in the presence of second-phase
particles in [52]. Curvature-driven grain growth in two and three dimensions is modeled in [115] and
three-dimensional grain growth in a particle-containing material in [54]. The influence of stored energy
on the recrystallization kinetics is treated in [116]. SRX is studied in a model combining phase field
and crystal plasticity models in [117]. Phase field studies on recrystallization where also nucleation is
considered, are presented in [118,119] and specifically for an AZ31 Mg alloy in [120].

8. Vertex Models

Vertex, or front tracking, models for simulation of grain growth have been established by a number
of authors, e.g., in [121-126]. In most models, a two-dimensional grain structure is considered and its
geometry is represented by line segments—the grain boundaries—connected at nodes or vertices which
are positioned at triple (in 2D) or quadruple (in 3D) junctions and possibly also at intermediate positions
along the grain boundary, cf. Figure 7. The grain structure is thus defined by the positions @ of the nodes
and their velocities v, represented as vectors.

Figure 7. Vertex model representation of a triple junction between three boundaries having
the interface energies 7, 23 and the separation angles ¢;23. The nodes are indicated by
circles and the local velocity v of a node is shown.

In vertex models it is common to assume the triple or quadruple junctions to be in equilibrium,
although the discussion in [127] indicates that relaxation of this assumption only has a minor impact
on the simulation results. With the notation shown in Figure 7, where -y; are the grain boundary energies,

the equilibrium separation angles ¢, can be found from the relation

e e ¢ 7

sing;  singy  sinps
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Grain boundary migration is considered as a dissipative process and based on a grain boundary segment
of length a between two vertices, the grain boundary energy is obtained from

C (x) = / da (28)

and the dissipation from
2
R(z,v) = /v—da (29)
o m

where the local grain boundary velocity v, the mobility m and the grain boundary energy v were
introduced previously in Section 3. A segment between the points x; and x; is denoted by an index
17 and is related to a boundary mobility m;; and a grain boundary energy 7;;. Such a boundary segment
will also have a related normal vector 7;;. With this notation, the integrals in Equations (28) and (29)
can be taken as sums of the integrals along all boundary segments according to

1 X Q)
C = 52D il
i=1 j

(30)
ro= éz Z M [(vini)* + (vjny)® + (vingg) (V)]

where the summation Zg’) is performed for all the j segments connected at vertex ¢ and where NN is the
total number of vertices in the model. Dependencies on for example the crystallographic misorientation
can be included in Equation (30). The equation of motion for a single vertex % can be obtained from

oC  OR
__l__:

, =1...N 1
8wk 8vk O, ! (3 )

The summations in Equation (30) are performed over the entire domain but couplings are only made
between individual vertices and their neighbors whereby Equation (31) gives the local result for each
vertex. More details on these derivations can be found in [123,125]. Note that special measures have to
be taken for vertices lying on boundaries between junctions to determine when they begin to move, as
discussed in [125]. Simplifications to the solution of Equation (31) are suggested in [123] to increase
the computational efficiency of the model. The latter model is based on nodes being placed solely at
triple junctions and not at intermediate positions. This methodology is also employed in [1,128]. The
merit of this approach is reduced computational cost, however at the expense of grain boundaries being
simplified as straight segments between the junctions. This will influence the equilibrium configuration
at triple junctions where the three connecting boundaries ideally should be separated by 120° angles, cf.
Figure 7. Using straight grain boundaries will also alter the boundary migration rates. This is considered
to be the main cause of mismatch in comparing recrystallization kinetics obtained from a vertex model
to that of a Monte Carlo Potts model in [123]. Better agreement with Monte Carlo Potts kinetics is found
in [125] where also intermediate vertices are introduced.

During simulation, the topology of the microstructure changes and transformation rules have to be
established. Considering the two-dimensional case, and if only nodes at triple junctions are employed,

the transformation rules involve recombination of junctions and removal of three-sided grains below a
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certain size. These processes as often denoted as 7} and 75 transformations. Additional transformation
rules are included if also intermediate vertices are introduced [125].
The velocities of the vertices are obtained from Equation (31), allowing the new positions of the

vertices to be calculated as
L (t + At) = T (t) + v (t) At, k=1.N (32)

where At is the time step. This time step should be scaled with the size of the microstructure under
consideration, for example as in [125] where the vertex of a boundary segment is not allowed to travel
further than a defined fraction of the segment length. Considering all nodal movements in the current
topology, the maximum allowable time increment in the next step is found. The time step estimation is
recognized as being computationally expensive.

Vertex, or front tracking, models are mentioned in the reviews [2,4] and grain growth in thin films
is studied using a vertex method in [129] where also strain energy effects are included. The method
has also been employed in [130], considering Zener pinning effects. Vertex models have mostly
been used in two-dimensional simulations of recrystallization processes—as in the publications so far
mentioned—mainly due to the formulation becoming significantly more involved in three dimensions
where tessellation of surfaces has to be performed and where the number of topological changes
increase. Three-dimensional simulations of migrating grain boundaries interacting with rigid particles
are, however, shown in [48]. The surfaces of the grain boundaries are represented by a mesh of triangular
elements and the authors note that the simulation results depend on the mesh quality and can become
biased as the surface mesh is distorted. Three-dimensional grain growth is also studied in [131] using a
vertex model.

Vertex models are not as widely used in recrystallization modeling as for example Monte Carlo Potts
models and cellular automata, but attractive features of the method include a physical time scale [125]

and the possibility to better resolve grain boundary curvature.
9. Level Set Models

Use of level set formulations to model recrystallization is, at least compared to cellular automata and
Monte Carlo Potts models, a relatively recent development. The central concept of the method is to
trace the position of a moving interface I (¢) with time. A continuous function ¢ (x, t) is introduced to
represent the interface with dependence on space and time. The interface I (¢) is represented as the zero
level set of the function ¢ (x, t) and by convention it then holds that

¢(x,t) >0 if axisinsideI (¢)
¢(z,t) =0 if xisatD () (33)
¢(x,t) <0 if xisoutside I (¢)

The motion of the interface I (¢) is given by

g—f +vVep =0 given ¢ (x,t=0) (34)
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where the vector v is the interface velocity, which in the case of recrystallization corresponds to the
scalar grain boundary velocity v in Equation (6). At any time ¢, the location of the interface—or the
grain boundary—is given by ¢ (x,¢) = 0. The initial condition of Equation (34) is taken as a signed
distance function relative to the interface. However, the level set function often deviate from being a
signed distance function during the numerical treatment and a re-initialization step to correct ¢ (x,t)
may be required [132].

Considering a grain microstructure with several grains, the level set formulation is expanded so that
each grain i is given an independent level set function ¢; (x, t). New grains that appear due to nucleation
are added by introducing additional level set functions. Each level set function is allowed to evolve
separately during a time step in the solution. In order to avoid overlapping domains or voids between
interfaces, a correction or smoothing step is employed at the end of each time step to restore the topology.
As introduced in [133], this can be achieved by establishing corrected level set functions ¢ (x, t)
which can be calculated from

1
6 (@.t) = 5 |61 (@.1) — max (6, (2,) 39)

The level set representation of grain boundaries allows convenient treatment of boundary curvature

since it is obtained directly from the level set functions. The unit normal to the boundary is given by

Vo
Vel
and the curvature « is calculated as
k=-Vn 37)

To some extent, the evolution of the level set method resembles that of the phase field method,
beginning with systems of two separate phases. The level set formulation was introduced in [134]
and was later used in [135] to study two-phase incompressible flow. The model was also elaborated
to consider interfaces with multiple junctions in [133,136]. In a series of papers by the same group of
authors, level set models are used in both two- and three-dimensional finite element models to simulate
recrystallization and grain growth [132,137-139]. Coupling of a crystal plasticity finite element model
with a level set formulation of recrystallization is presented in [140]. A level set approach is also
taken in [141,142] where a finite difference scheme is used on fixed grids, also in both two and three
dimensions. In these publications, some simplifications are made, for example in terms of the boundary
mobilities and the boundary energies not being dependent on the misorientation between adjacent grains.

As with the phase field formulation, the level set method also allows a direct representation of
interfaces and curvature that is not possible in Monte Carlo Potts models and cellular automata. There is
also no need to explicitly treat the interface discretization as is required in vertex models. Fundamental
topological changes of the grain microstructure such as the 77 and 75 transformations that requires
special treatment in the vertex method, as discussed in Section 8, are captured by the level set method
without additional considerations. A disadvantage of the level set method is its inability to trace
textural evolution. A possible remedy for this might be a combination of crystal plasticity and level
set formulations. In [132], the recrystallization kinetics of the level set formulation is shown to agree

with classical KJIMA theory. A local level set formulation is established in [143] to reduce computation
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time. As discussed in relation to the phase field method, also level set models need to resolve the sharp
interfaces constituting the grain boundaries. This poses the need for adaptivity of the element mesh or

solution grid, which of course adds to the computation time.
10. Concluding Remarks

This paper reviews the main methodologies in modeling and simulation of recrystallization.
Analytical and empirical results as well as numerical methods are considered. Numerical formulations
that are discussed include continuum mechanical models and discrete approaches such as Monte Carlo
Potts models and cellular automata as well as vertex, phase field and level set models.

Both Monte Carlo Potts models and cellular automata are well established in computational materials
science and have been widely used in the study of recrystallization phenomenon. They are relatively
easily implemented and can be used to capture many aspects of the microstructure physics during
recrystallization. High computational efficiency can be obtained using these methods since the discrete
nature of the algorithms is well suited for parallelization. Limitations lie mainly in the dependence
on the underlying solution grid, representation of grain boundary curvature and in the interpretation of
simulation length and time scales.

The vertex, or front tracking, method is a more recent contribution that has been used to some extent
in recrystallization simulations. The method is more involved to implement and more computationally
demanding. Grain boundaries can be better represented than in Monte Carlo Potts models and cellular
automata, but the numerical scheme has to be employed with special consideration regarding topological
changes in the microstructure. To include curved grain boundaries, vertices need to be placed between
junctions, involving additional calculation steps.

Phase field formulations are being increasingly employed in computational materials science. Most
phase field studies on recrystallization have been conducted on grain growth, avoiding the nucleation
stage. Such investigations have, however, begun to appear and the development will certainly continue.
Phase field simulations are more computationally intensive than for example Monte Carlo Potts models
and cellular automata and are also less amenable for parallelization. Still, the representation of surfaces
is better and there is no need for explicit tracing of interfaces as in the vertex method. To properly
resolve distinct interfaces, adaptivity of the solution mesh or grid is often employed, adding to the
computational load.

Level set models of recrystallization are still relatively few although the method has many appealing
traits. As in the phase field method, grain boundary migration can be directly established without tracing
interfaces. Boundary curvature is conveniently obtained and many aspects of grain structure evolution,
such as appearance and disappearance of grains, can be included. As with the phase field method, also the
level set representation of narrow interfaces require a fine computational grid or mesh. Again, adaptivity
can be used at the expense of extra computation time.

Applying to all of the numerical methods discussed herein, they become computationally more
expensive as three-dimensional models and larger numbers of grains are considered.

All of the methods discussed have both merits and disadvantages and selecting what method to use
is largely a matter of the physics and complexity of the problem at hand, of available computational

resources and of course also of personal preference.
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