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Figure S1. (A) Probabilistic decision tree for a machine-learning algorithm in diagnostic tests and
diseases. (B) Prior and post probability based on Bayes’ Theorem.



