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Abstract: In metal-cutting technology, milling plays an important role in the product development
cycle. The accurate modeling and prediction of milling forces have always been research hotspots in
this field. The mechanical model based on unit-cutting force coefficients has a high prediction accuracy
of cutting forces, and it is therefore widely used in the modeling of milling forces. The calibration of
the cutting force coefficients can be realized by linear regression analysis of the measured average
milling forces, but it needs to carry out multiple groups of variable feed slot milling experiments with
full radial depth of cut, and it cannot well represent the interaction condition in peripheral milling
with a non-full radial depth of cut. In peripheral milling, the tool will inevitably deform under the
influence of cutting force in the direction perpendicular to the machining surface. If the force-induced
deformation is ignored, the calibration of the cutting force coefficients will be out of alignment. For
this non-slot milling condition where one side of the tool is mainly stressed, a cyclic calibration
method for milling force coefficients considering elastic deformation along the axial contact range is
proposed. Firstly, the cutting force coefficients are preliminarily calibrated by the experimental data,
and, secondly, tool deformation is calculated through a preliminarily calibrated cutting force model
cycle until convergence, before cutting boundaries are updated. The cutting force coefficient is then
calibrated again, and it is brought back to the cantilever beam model in order to calculate the tool
deformation again. The above process is repeated until the cutting force coefficient is convergent.
Finally, the cutting force coefficients are obtained in order to predict and model the milling forces.

Keywords: peripheral milling; end milling; tool deformation; cutting force coefficient; modeling of
milling forces

1. Introduction

CNC milling technology is an advanced machining technology, especially for complex
curved parts. Among milling techniques, peripheral milling can achieve high-quality
surface treatments with a fast material removal rate, so it is widely employed in various
scenarios. For example, peripheral milling can be used for contouring and profiling
operations, which allows for the precise removal of material from the periphery of the
workpiece in order to achieve the desired shape, such as the machining of an impeller. It is
of great significance to study the mechanics of the peripheral milling process in order to
control the machining quality and to improve machining efficiency [1].

There are many types of high-performance materials and many machining parameters,
and most of the previous research on cutting and machining is based on empirical analysis.
The deformation and bounce of tools and parts is caused by cutting forces, and the actual
machined surface of the part will thus have a large deviation from the target value [2].
Consequently, technicians are usually forced to use smaller cutting amounts and repeat
finishing operations to ensure the machining accuracy of the part, which inevitably results
in a waste of resources. The use of a cutting force prediction model can carry out cutting
force simulation experiments under different conditions, providing theoretical support
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for optimizing machining parameters, simulating cutting system vibration, monitoring
tool wear, conducting machining error analysis, and others [3]. Therefore, it is necessary
and meaningful to simulate the machining process by establishing an accurate model
for predicting cutting force, simulating the deformation law of the cutting process of the
tool and the workpiece, and then selecting the appropriate cutting parameters to improve
machining accuracy and machining efficiency.

The modeling methods for cutting machining can generally be divided into four cate-
gories: empirical methods, analytical methods, finite element methods, and mechanical
methods. Mechanical modeling methods are the most widely used due to their advan-
tages of simple models and better prediction accuracy under a wider range of cutting
conditions [4], and scholars have conducted an in-depth exploration of cutting force mod-
eling methods [5]. There are several existing approaches to modeling cutting forces: early
fully empirical models based on experimental data, physical models based on cutting
mechanisms and material intrinsic relationships, mechanical models based on unit cutting
force coefficients, and neural network models based on artificial intelligence [6]. Among
these, mechanical models based on unit cutting force coefficients, which allow the cutting
force at any machining instant to be determined concisely and effectively based on the area
of the trace element load at the cutting edge and the unit cutting force coefficients [7], have
been widely studied and applied.

Compared to mechanical methods, the mechanical model based on the unit cutting
force coefficient allows the cutting force for an arbitrary machining instant to be determined
concisely and efficiently from the micro-element loading area of the cutting edge and the
unit cutting force coefficient, and it can thus be used well for more complex tool designs [8].
Kao et al. [9] proposed a method for calculating the cutting force coefficients of a ball-end
milling machine based on the average cutting forces and parameters, such as tool geometry
and cutting conditions. Wang et al. [10] found that the cutting force coefficients are only
related to the workpiece material and tool geometry parameters, and that they are not
affected by the milling parameters. Guo et al. [11] developed an instantaneous undeformed
cut thickness (IUCT) model using error compensation theory combined with the true trajec-
tory of the tool edge, and they calculated the cutting force coefficients using the average
IUCT. Kao et al. [12] developed a linear forces model incorporating the tool helix angle to
calculate the cutting force coefficients based on the average cutting forces and tool geome-
try. Liu et al. [13] used an inverse filter dynamic compensation technique to eliminate the
influence of the dynamic characteristics of the test system and high-frequency noise on the
signals of the cutting forces, and the dynamic compensation experimental measurements
were followed by the average forces method for cutting force coefficient calibration. Unlike
the general average milling forces calibration method based on slot milling experiments,
Gradisek et al. [14] proposed a cutting force coefficients calibration method that can be used
under arbitrary radial immersion conditions, making the calibration results more accurate.

This paper considers the effect of tool deformation induced by radial cutting forces on
the starting and exist angles of the tool during the cutting process, using the cantilever beam
model to cyclic iterative calculation the tool micro-element deformation to approximate
the true tool deformation, and then the starting and exist angles are recalculated and the
cutting boundary is modified. The cutting force coefficients are cyclically calibrated until
convergence, and they are then developed as a predictive model for peripheral milling
cutting forces considering tool deformation. Simulating the milling forces at the same
time, milling tests are carried out under the same conditions. Verifying the accuracy of
the cutting forces prediction model considering tool deformation, the simulation results
indicate that the milling force prediction model is very accurate and that the coefficients
calibrated are accurate. The most prominent method in this field is the calibration method
based on the average force of slot milling, but the calibration of the coefficients taking into
account the tool’s real deformation has not yet had a lot of work conducted on it, and based
on the method proposed in this paper, the obtained coefficients are more representative of
the real role of the metal in the cutting process of those several deformation zones. This
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is also of practical significance for the consideration of the deformation of the machining
stability of the prediction.

2. Cyclic Calibration of Peripheral Milling Cutting Force Coefficients Considering
Tool Deformation
2.1. Calibration of Cutting Force Coefficients for Arbitrary Immersion Angles

The coefficient calibration method used by the general model is to calibrate the coef-
ficients through slot milling experiments. The coefficient calibration method used in this
paper can calibrate the cutting force coefficients for milling experiments under arbitrary
immersion conditions, and the coefficient calibration results will be closer to the real values.
The relationship between the average milling forces and the cutting force coefficients is
shown in Equation (1):

 Fx
Fy
Fz

 =
ft
ϕ

 C3 A1 (C2 − C1)A2 (C2 − C1)A3
−(C2 − C1)A1 C3 A2 C3 A3
0 −C5 A3 C5 A2

×

 Ktc
Knc
Kac

+
1
ϕ

 −C4B1 C5B2 C5B3
−C5B1 −C4B2 −C4B3
0 2C1B3 −2C1B2

×

 Kte
Kne
Kae

 (1)

where the geometric constants A and B represent the influence of cutter geometry on the
average cutting and edge forces, respectively, and the immersion constants C contain the
terms depending on the immersion angles (see Appendix A).

The names, meanings, and units of each parameter in the formula are shown in Table 1:

Table 1. Formula Symbol Table.

Symbol Significance Unit Symbol Significance Unit

F•
The average milling forces for

each direction N F•c The average cutting forces N

F•e The average edge forces N ft Tool feed rate per tooth mm/tooth

E Young’s modulus for tool GPa I The area moment of inertia of
the tool mm4

Kc Tool clamping stiffness N/mm δ(k) Tool microelement deformation mm

d & r Diameter and radius mm a The radial depth of cut mm

b The axial depth of cut mm ϕ
The current rotation angle of the

cutting-edge micro-element degree

ϕs The tool starting angle degree N The number of tool teeth

Equation (2) represents the average cutting forces per cutting tooth as a linear function
of feed ft:

F• = F•c ft + F•e (2)

The left-hand side of the equation shows the average three-dimensional milling forces.
As shown in Figure 1, Equation (2) is expressed as a linear function of the three-dimensional
average forces and the tool feed rate, with the average cutting forces and the average edge
forces corresponding to the slope and the intercept of the line, respectively.

The cutting force coefficients and the edge force coefficients can be obtained by com-
bining Equations (1) and (2):
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Figure 1. Feed rate versus mean forces.

2.2. Calculation of Tool Deformation Cycles under Static Forces Induction

Under the action of radial cutting forces, the tool will sustain radial deformation,
which will inevitably cause the immersion angle of the tool to change. Introducing the
cantilever beam model, calculating the radial deformation of the tool based on the radial
forces applied to the tool, and then bringing it back to perform a radial forces calculation
that takes into account the tool deformation are then performed. There is then iteration
until the tool deformation converges, and, at this point, the tool deformation is considered
the same as the experimental tool deformation.

Considering the tool as a cantilever beam [15], the end mill structure is modeled as
shown in Figure 2, where the tool is divided into equally spaced axial nodes, with each tool
micro-element corresponding to a node in the axial direction z. The radial deformation of
the tool micro-element is calculated by the radial forces applied to each tool micro-element
during milling, and the deformation at node k caused by the forces applied at node h is
given by the following equation:

δk,h =


∆Fy,hµ2

h
6EI

(3µh − µk) +
∆Fy,h

Kc
, 0 <µk < µh

∆Fy,hµ2
h

6EI
(3µk − µh) +

∆Fy,h

Kc
, µh < µk

(3)

where µk = l − Zk, l is the length from the free end of the tool to the clamping section,
and where Zk denotes the z-axis boundary of the tool at node k. Finally, the total static
deformation at nodal station k is calculated by superimposing the deformation generated
by all (n + 1) of the nodal forces as follows:

δ(k) =

n+1

∑
h=1

δk,h (4)
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Figure 2. Cantilever beam model and corresponding node of the tool element.

As shown in Figure 3 below, the radial force on the tool from the material causes radial
deformation of the tool, each tool micro-element deformation is different, the deformation of
the tool end is the largest, and the tool immersion angle is related to the radial depth of cut a
and the radial deformation of the micro-element. Considering the tool deformation caused
by the radial forces, the tool immersion angle is bound to change, the radial deformation of
the tool micro-element of different axial heights is different, and the immersion angle is
also different. For different milling methods, the immersion angle is calculated in different
ways. The starting angle ϕs for up-milling is 0◦, and the exist angle ϕe is shown in the
left figure of Figure 3. The exist angle ϕe for down-milling is 180◦, and the starting angle
ϕs is shown in the right figure of Figure 3. In this paper, the actual depth of cut of each
tool micro-element is calculated according to the radial deformation of the tool and the
immersion angle, which is recalculated in Equation (5):

ϕs,k = π − arccos
(
(r − a − δk)

r

)
ϕe,k = arccos

(
(r − a − δk)

r

) (5)

where δk is the radial deformation of the k-th tool microelement. ϕs,k is the calculation
method for the up-milling starting angle, and ϕe,k is the calculation method for the down-
milling exist angle.
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2.3. Cyclic Calibration of Cutting Force Coefficients

The calculation of the cutting force coefficients requires the tool immersion angle.
This paper improves the calculation accuracy of the cutting force coefficients from the
perspective of correcting the cutting boundary in order to improve the prediction accuracy
of the milling forces model.

The dual loop algorithm is shown in Algorithm 1 below. Firstly, the cutting force
coefficients are initially calibrated based on the experimentally measured three-dimensional
milling average forces and the input machining parameters. Secondly, tool deformation
calculations are performed under the static force that is induced, and the tool micro-
element deformation is calculated according to the radial cutting forces of the model. The
immersion angle is then calculated, the cutting forces are recalculated, the tool deformation
is calculated with the new cutting forces, the immersion angle is corrected, and the cycle
is iterated until the tool radial deformation converges. At this point, the tool deformation
is considered to be close to the real value of the actual cutting process under the current
milling force coefficients and the immersion angle of each tool micro-element, and the
cutting boundary is saved. The cutting boundary is then adjusted, and the cutting force
coefficient is calibrated again. If the value of the cutting force coefficient changes, the tool
deformation calculation under static force induction is performed again until the calibrated
cutting force coefficients converge and the cyclic calibration of the cutting force coefficients
is completed, and the tool deformation at this point is saved.

Algorithm 1. Implementation of dual loop calibration.

1. Obtain the values of processing conditions, tools, and other related parameters:
get F•, ft, E, Kc, m = 0, etc.

2. Preliminary calibration of cutting force coefficients:
F• = F•c ft + F•e

Km
•c = f (ϕm

s,k, Fxc, Fyc, Fzc)

Km
•e = f (ϕm

s,k, Fxe, Fye, Fze)

3. Cycle calculation of tool deformation:
Get K•c, K•e

for n = 1:30
Calculate tool element radial force ∆Fy,h
Calculate tool element deformation and update cutting boundaries see Equations (3)–(5)

δ(k) =
n+1
∑

h=1
δk,h

ϕm+1
s,k = π − arccos

(
(r−a−δk)

r

)
ϕm+1

e,k = arccos
(
(r−a−δk)

r

)
if δi+1

(k) = δi
(k) then

break
end

end
4. Recalibrate the cutting force coefficients:

update cutting boundaries ϕm+1
s,k or ϕm+1

e,k
F• = F•c ft + F•e

Km+1
•c = f (ϕm+1

s,k , Fxc, Fyc, Fzc)

Km+1
•e = f (ϕm+1

s,k , Fxe, Fye, Fze)

if Km+1
•c = Km

•c&Km+1
•e = Km

•e then
output Km

•c,δ(k)
else
m = m + 1
go to 3;
end if

5. Return computed values:
return Km

•c, δi
(k)
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3. Peripheral Milling Cutting Forces Modeling Considering Static
Force-Induced Deformation

Based on the obtained cutting force coefficients, a peripheral milling cutting forces
model considering the static force-induced deformation is established, in which the tool is
sliced and differentiated along the axial direction. The cutting process of the whole tool is
regarded as the comprehensive action of each tool micro-element, and the instantaneous
cutting forces of the tool are obtained by superimposing the instantaneous forces of each
tooth of each tool micro-element. The cyclic calibration of cutting force coefficients and the
modeling of milling force prediction are shown in Figure 4.
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The cutting point on the j-th cutting edge of the k-th tool micro-element on the tool
is given as Pkj. Since the tool has a helix angle, the radial cutting angle of the tool micro-
element with different axial heights of the same cutting edge is different, so the cutting
angle for the h-th step of the cutting point Pkj can be expressed by the following equation:

ϕ = ϕs + stepsi × dϕ + (Nj − 1)× 360/N − (steps_axialk − 1)× db × tan(γ)/(d/2) (6)

According to the mechanical model that was mentioned by Schmitz [16], the three-
dimensional forces on the tool micro-element {i, j} can be expressed as follows:

Fx = g(ϕ)[Ft cos(ϕ) + Fn sin(ϕ)]

Fy = g(ϕ)[Ft sin(ϕ)− Fn cos(ϕ)]

Fz = g(ϕ)× (−Fa)

(7)

As peripheral milling is an interrupted cut, the cutting phenomenon only occurs when
the knife teeth are in contact with the workpiece, so a window function is introduced
in Equation (7) in order to determine whether the micro-element of the cutting edge is
involved in the cutting, and its expression is:

g(ϕ) =

{
1 ϕs,k < ϕ < ϕe,k

0 others
(8)

This corrects the cutting boundary by calculating tool deformation and recalculates the
cutting region, where ϕs,k is the cutting angle of the cutting edge micro-element after correc-
tion, and where ϕe,k is the cutting angle of the cutting edge micro-element after correction.

4. Experimental Verification and Analysis

To verify the method proposed in this paper, cutting experiments should be conducted
on a vertical milling machine, as shown in Figure 5. Cutting forces were measured and
recorded using a three-component dynamometer KISTLER 9257B. Tool parameters and
machining parameters are shown in Tables 2 and 3.

The average values of the milling forces for the stable milling part of the entire milling
experiment obtained by the calculation of the dynamometer software are shown in Table 4.

Table 2. Main parameters of the tool.

Diameter
d/mm

Number of
Teeth N

Tooth Spacing
(◦)

Helix Angle
γ/(◦)

Total Length
l/mm

Young’s
Modulus E

(GPa)

Clamping
Stiffness Kc

(N/mm)

12 4 90 30 40 222500 19800

Table 3. Machining Parameter.

Feed Rate ft/(mm/teeth) Spindle Speed ω/(r/min) Radial Depth a/(mm) Axial Depth b/(mm)

[0.025 0.05 0.075 0.1] 1500 1 4

Table 4. Milling test parameters and average forces measurement results.

b F/N
Feed Rate per Tooth/mm

0.075 0.1

4 mm

Fx 95.23 112.7

Fy 83.28 104.1

Fz −25.76 −33.11
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The cutting force coefficients calibration method introduced in Section 2.1 was used to
numerically simulate the milling forces of peripheral milling using Matlab software, and
the cutting force coefficients and edge force coefficients were calculated for the two cases
on whether tool deformation is considered, as shown in Table 5:

Table 5. Milling force coefficients calibrated by simulation.

b Tool Deformation Ktc Knc Kac Kte Kne Kae

4 mm
Yes 2615.94 1144.38 725.044 25.34 6.88 2.08

No 2568.55 1111.5 710.534 25.11 6.74 2.06

When tool deformation is not considered, the immersion angle is 146.4427◦. The
simulation model converges to 146.79◦ after the iterations of the cutting boundary and the
cutting force coefficients.

The measured values of the cutting forces for a feed rate of 0.075 mm/tooth and
0.1 mm/tooth are shown in Figure 6. It can be seen from the graph that the fluctuation of
the milling forces throughout the milling process is very small, with little change in peak
value, and with a stable milling process.

To verify the accuracy of the model, the corresponding cutting parameters were substi-
tuted back into the milling forces model in order to obtain predicted milling forces for feed
rates of 0.075 mm/tooth and 0.1 mm/tooth. The force signals for a rotation period during
the stabilization phase of the experimental data were taken, and the experimental results
were compared with the predictions of the model, taking into account the deformation and
those without deformation. The three-dimensional milling forces at different feed rates
were compared, and the results are shown in Figures 7–9. Comparison results between
the average experimental milling force and the average simulated milling force are shown
in Table 6.
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Figure 6. Measured values of different feed rates: (a) feed rate (ft = 0.075 mm/tooth); (b) feed
rate (ft = 0.1 mm/tooth).
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Figure 7. Comparison of predicted and measured milling forces (ft = 0.075 mm/tooth): (a) X-direction
milling force; (b) Y-direction milling force; (c) Z-direction milling force.
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Figure 8. Comparison of predicted and measured milling forces (ft = 0.1 mm/tooth): (a) X-direction
milling force; (b) Y-direction milling force; (c) Z-direction milling force.
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Figure 9. Comparison of the predicted and measured average milling forces: (a) mean milling forces
(ft = 0.075 mm/tooth); (b) mean milling forces (ft = 0.1 mm/tooth).

Table 6. Comparison results of experimental and simulated milling force average values.

Feed Rate
ft/(mm/teeth) F/N

Considering
Tool Deformation Measured Value Without

Considering Deformation
Error

Reduction Value/%

0.075

Fx 93.93 95.4254 95.166 −1.29

Fy 82.67 83.6391 84.457 0.12

Fz −25.544 −25.7291 −26.03 0.45

0.1

Fx 114.4050 112.2844 115.966 1.4

Fy 103.53 104.2353 105.82 0.84

Fz −33.036 −33.042 −33.67 1.88

The data for a feed rate of 0.075 mm/tooth is shown in Figure 7. The actual tool-cutting
region is reduced after considering the tool deformation, which is eventually reflected in
the reduction of cutting forces. It can be seen that in the case of small tool deformation,
the predicted milling forces in the three directions considering tool deformation are close
to the predicted values without considering tool deformation, and since only the radial
deformation of the tool is taken into account, the predicted values of milling forces in the
Y direction vary more significantly than those in the X and Z directions. As shown in
Figure 9a, in the X direction, the predicted mean value without deformation is 95.166 N,
the predicted mean value with deformation is 93.93 N, and the measured mean value is
95.4254 N. The error between the predicted and measured values is reduced by −1.29% by
taking into account the deformation of the workpiece. In the Y direction, the predicted
mean value without deformation is 84.457 N, the predicted mean value with deformation
is 82.67 N, and the measured mean value is 83.6391 N. The error between the predicted and
the measured values is reduced by 0.12% by taking into account the deformation of the
workpiece. In the Z direction, the predicted mean value without deformation is −26.03 N,
the predicted mean value with deformation is −25.544 N, and the measured mean value
is −25.7291 N. The error between the predicted and the measured values is reduced by
0.45% by taking into account the deformation of the workpiece.

The data for the feed rate of 0.1 mm/tooth are shown in Figure 8, and the results are
similar to the data plot for the feed rate of 0.075 mm/tooth. Analysis of Figure 9b shows
that in the X direction, the predicted average value without considering deformation is
115.966 N, the predicted average value with considering deformation is 114.405 N, and the
measured average value is 112.2844 N. Considering the deformation of the workpiece makes
the predicted value and the error between the predicted and the measured values reduce
by 1.4%. In the Y direction, the predicted mean value without considering deformation is
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105.82 N, the predicted mean value considering deformation is 103.53 N, and the measured
mean value is 104.2353 N. The error between the predicted and the measured values is
reduced by 0.84% by considering workpiece deformation. In the Z direction, the predicted
average value without considering deformation is −33.67 N, the predicted average value
considering deformation is −33.036 N, and the measured average value is −33.042 N. The
error between the predicted and the measured values is reduced by 1.88% considering
workpiece deformation. Compared with the feed rate of 0.075 mm/tooth, the accuracy of
the predicted value with the consideration of deformation at the feed rate of 0.1 mm/tooth
is improved more.

It is important to know that the method that does not take deformation into account
is a calibration method based on the average force of slot milling and is a regression
method, which is the same as the one proposed in this paper, and both of the methods
are regressions of the measured force. Even though the method without considering the
deformation may be as close to the measured value as the proposed method, the coefficients
based on that calibration are equivalent to corrections that do not take deformation into
account. Moreover, although the method without considering deformation meets the fitting
of the cutting force, it does not match the actual proportion of cutting force coefficients, and
the calibrated coefficients of the method in this paper are closer to the reality. As shown
in Figure 7, although for the individual experimental groups, such as the one in the X
direction, the prediction of cutting forces considering deformation are not as good as the
results without considering deformation, the cutting force coefficients that are obtained by
the proposed method are still closer to the real physical action, and in most of the cases
when tool deformation is large, the proposed method is therefore still more advantageous
than the other one.

It is worth noting that the tool deformation is very small, with a feed rate of 0.1 mm/tooth
and a tool-free end deflection of 0.028 mm. When a slender tool is used, the radial deforma-
tion of the tool becomes more pronounced and the prediction of the model becomes more
pronounced. The measured milling force is almost consistent with the predicted values
in the positions and the waveform trends of the peaks and valleys, which indicates that
the prediction ability of the model is good. It should still be noted, though, that there are
deviations between the measured and the predicted values because intermittent milling
causes unavoidable fluctuations, and the established model does not take into account the
influence of factors such as tool run-out and machining chatter in actual machining. As
a result, the works that relate to this need to be further studied.

To further investigate the effect of tool parameters on the predicted results of this
model, simulation predictions were made for tools with different Young’s modulus, and
the predicted results are shown in Table 7 below. As Young’s modulus of the tool decreases,
the tool deformation increases, and the predicted values deviate even more from the
experimental values. This shows that it is necessary to consider tool deformation for
simulation modeling.

Table 7. Comparison of predicted results for different Young’s modulus of tools.

Feed Rate ft/(mm/teeth) F/N Measured Value E = 222500 GPa E = 150000 GPa E = 100000 GPa

0.1
Fx 112.2844 114.4050 118.23 119.09

Fy 104.2353 103.53 109.16 110.44

Fz −33.042 −33.036 −34.59 −34.95

5. Conclusions

A peripheral milling forces model that takes into account tool deformation is estab-
lished in this paper, and a new method for calibrating the cutting force coefficients for
end milling is proposed. The calibration accuracy of the cutting force coefficient is im-
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proved, and a recalculation of the model machining region is based on the obtained tool
deformation in order to further improve the accuracy of cutting force prediction.

Several sets of peripheral milling experiments were conducted, and theoretical analysis
was also conducted. The main conclusions are as follows:

(1) Under the consideration of tool deformation, the error of mean milling forces in
the X, Y, and Z directions is reduced by −1.29%, 0.12%, and 0.45%, respectively, for a feed
rate of 0.075 mm/tooth. The mean errors in the X, Y, and Z directions at a feed rate of
0.1 mm/tooth were reduced by 1.4%, 0.84%, and 1.88%, respectively, which verified the
validity of the proposed model. The prediction of the mean milling forces is more accurate
at a feed rate of 0.1 mm/tooth, which indicates that the greater the tool deformation during
milling, the better the prediction of the model.

(2) This paper creatively calibrates the cutting force coefficients from the perspective
of tool deformation, and the calibrated cutting force coefficients are closer to the real values
than the traditional calibration method based on the average force of slot milling. In the case
of small tool deformation, this method is as close to the measured value as the traditional
method. In the case of large tool deformation, the model proposed in this paper predicts
the results more accurately in most cases, and is thus the more advantageous method.
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Appendix A. Geometric Constants for the Cutter Zones

The geometric constants A, B, and C are defined by Equation (1), which is repeated
here for convenience:

A1 = Z
∣∣∣Z2
Z1

, A2 = cos β · Z
∣∣∣Z2
Z1

, A3 = sin β · Z
∣∣∣Z2
Z1

B1 =
1

cos γ · cos β
· Z
∣∣∣Z2
Z1

, B2 =
1

cos γ
· Z
∣∣∣Z2
Z1

, B3 =
tan β

cos γ
· Z
∣∣∣Z2
Z1

C1 =
1
2

ϕ
∣∣∣ϕe

ϕs , C2 =
1
4

sin 2ϕ
∣∣∣ϕe

ϕs , C3 =
1
4

cos 2ϕ
∣∣∣ϕe

ϕs , C4 = sin ϕ
∣∣∣ϕe

ϕs , C5 = cos ϕ
∣∣∣ϕe

ϕs

(A1)

where the integration boundaries Z1 and Z2 depend on the immersion of each cutting edge
and for cylindrical end mill β = 0.
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