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Abstract

:

A high level of automation in vehicles is accompanied by a variety of sensors and actuators, whose malfunctions must be dealt with caution because they might cause serious driving safety hazards. Therefore, a robust and highly accurate fault detection and diagnosis system to monitor the operational states of vehicle systems is an indispensable prerequisite. In the area of fault diagnosis, numerous techniques have been studied, and each one has pros and cons. Selecting the best approach based on the requirements or usage scenarios will save much needless work. In this article, the authors examine some of the most common fault diagnosis methods for their applicability to automated vehicle systems: the traditional binary logic method, the fuzzy logic method, the fuzzy neural method, and two neural network methods (the feedforward neural network and the convolutional neural network). For each approach, the diagnosis algorithms for vehicle systems were modeled differently. The analysis of the detection capabilities and the suitable application scenarios of each fault diagnosis approach for vehicle systems, as well as recommendations for selecting different methods for various diagnosis needs, are also provided. In the future, this can serve as an effective guide for the selection of a suitable fault diagnosis approach based on the application scenarios for vehicle systems.
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1. Introduction


To attain a high level of autonomous driving, sensors and actuators must work in concert with one another. Regardless of how advanced the sensors and actuators are, failures are always inescapable. Improving the dependability of sensors and actuators with a sensitive and stable fault monitoring system is always an effective solution. Fault detection is the process of determining whether a monitored system is defective. The next step following problem detection is fault diagnosis, which aims to determine the type of defect and, as exactly as possible, define its size, position, and detection time [1].



Fault diagnosis can be performed in several ways, such as with neural networks, fuzzy logic, evolutionary algorithms, support vector machines, etc. [2]. Diagnostic reasoning methods and classification methods are the two most common types. The diagnostic reasoning methods can also be realized as an expert knowledge-based approach. Expert knowledge is frequently stated in conventional expert systems as deterministic “IF-THEN“ rules, which are also the origin of the traditional binary logic fault diagnosis approach. Reference [3] utilized the expert system to diagnose the problem with the boiling water reactor and an onboard application for a brushless DC motor-driven actuator introduced in [4]. Instead of a simple fault/no-fault decision, the fuzzy approach outputs the fault severity of the system to the operators. In [5], the available expert knowledge and measured data are used to develop a rule-based diagnosis model for a hydraulic system. Reference [6] showed a concept based on fuzzy logic for fault diagnosis of the sensors in a lateral dynamics system and an active vehicle suspension system. If there is no apparent causal relationship between the faults and the symptoms, classification methods such as neural networks can be trained using experimental or simulated data under normal and various fault situations. In [7], neural network methods were applied to process fault diagnosis for simulated chemical plant systems. Self-Organizing Maps (SOM) were applied in [8] for a multi-sensor diagnostic system for the condition monitoring of bearing health. Combining some methods has also been considered a way to improve existing methods. For example, neural networks and fuzzy logic could be used together [9,10].



The literature cited above has demonstrated the vast diversity of fault diagnosis methods and their applications across various disciplines. However, there remains a dearth of systematic investigation into selecting appropriate fault diagnosis methods for different requirements or scenarios. This study focused on electric vehicles as the research object and systematically modeled fault diagnosis algorithms for sensor and actuator systems using multiple methodologies. Specifically, fault cause classification was built for the representative actuator—the permanent magnet synchronous motor. Traditional logic gate diagnosis, fuzzy logic diagnosis, neuro-fuzzy diagnosis, and neural network diagnosis are the approaches covered in this article. The research object used in this study was the demonstrated car from the “SmartLoad” joint research project [11]. The article systematically investigated and evaluated the diagnostic ability and most appropriate application range of various fault detection methods, along with their relative benefits and drawbacks. The ultimate aim of this article was to provide a useful guide for the selection of fault diagnosis methods for automotive systems in the future. The present article was based on the master theses [12,13,14,15,16,17], which were supervised by the authors and are continually being developed and refined.




2. Approaches and Exemplar Vehicle Systems


The example vehicle was developed in the SmartLoad [11] joint research project and is a 1:1.5 scale vehicle with Ackermann steering and wheel-selective electric drives on the steering front axle. The rear axle of the vehicle was designed as a non-driven axle. The vehicle has a steering-wheel angle sensor, a steering-wheel torque sensor, two force sensors for measuring the forces on the tie rods, two wheel-speed sensors on the rear wheels, and an IMU (Inertial Measurement Unit) sensor, which is used to measure the dynamic vehicle states. The front axle is driven by two individually controlled permanent magnet synchronous motors. The steering system consists of two steering actuators, which are coaxially placed on the steering column. The two steering motors can work simultaneously or separately. One of the steering motors serves as a redundancy. So these six sensors, as the sensor system, and the four actuators, as the actuator system, as the exemplar vehicle systems for fault diagnosis, are the focus of this article. At the same time, due to the importance of the permanent magnet synchronous motor and the diversity of fault reasons, its fault causes were also independently addressed for further diagnostics.



The four types of diagnosed sensor faults, including total loss fault, positive offset, negative offset, and an outlier fault, are the focus of this paper. The primary duty of the actuator is to produce the torque the controller needs. Thus, four fault states were mainly considered here for the actuator. There are small-fault (only 70% to 90% of the target torque can be output), middle-fault (only 40% to 60% of the target torque can be output), large-fault (only 10% to 30% of the target torque can be output), total-loss fault (0% of the target torque can be output) and no-fault states. For a more thorough analysis of the fault’s root cause, the permanent magnet synchronous motor represents the actuator. Open switch fault, short switch fault, phase-to-phase short circuit fault in the inverter, and rotor permanent magnet demagnetization are the primary fault causes, which were further diagnosed in this article. It also covers most of the causes of permanent magnet synchronous motor failure.



In this article, several fault diagnosis methods are covered. Their presentation is organized in chronologically increasing order of complexity, ranging from traditional to modern approaches. An overview and subdivision of the approaches as well as their application for fault diagnosis in vehicle systems is shown in Figure 1. The traditional binary logic diagnosis approach, the most fundamental and straightforward diagnostic technique, can be used to determine whether a system fault exists. It is not utilized for the specialized diagnosis of fault types, which is applied to the exemplar car’s sensor and actuator systems. Fuzzy logic is a development of conventional logic that can be used to determine whether a fault exists in the system and what kind of fault it is. It is utilized by the sample car’s sensor and actuator systems. As a hybrid of conventional fuzzy logic and neural networks, neuro-fuzzy can be used to determine whether two components fail simultaneously. It can be used with the sensor system. The feedforward neural network serves as the foundation of the machine learning method and can be used to determine whether and what kind of faults are present in a system. This method is very sensitive to short-term faults in a system and is used to diagnose the sensor system and the actuator system. Convolutional neural networks are an example of deep learning techniques distinguished by their capacity to process enormous amounts of complex data. With this capability, it was used here to further categorize and identify the root causes of actuator motor failures.



Matlab and Simulink, and CarMaker were used in this research. The primary modeling tools, Matlab and Simulink, simulate fault diagnostic algorithms and various fault injections. IPG Automotive created the fully functional virtual driving environment known as the “CarMaker platform”. The vehicle model, with the validated parameters of the real car, was created in CarMaker and can be thought of as a virtual car. The detailed information on the vehicle model’s verification and parameters is described in [18]. Simulated data were preferred in this article because numerous fault scenarios can be reproduced in a virtual environment, and more data can be used to evaluate different fault detection techniques. Due to safety and cost concerns, it is not practical to produce as many faults and complex fault scenarios in a real car during testing.



The first fault diagnostic approach, classic binary logic diagnosis, has already been discussed in [18]. This method is used to identify abnormal conditions in sensors and actuators by setting thresholds to distinguish between normal and abnormal symptoms. It uses logic relationships such as AND and OR gates to provide diagnostic criteria. Although this method is successful for state monitoring, it can only identify faulty and normal system states and cannot determine the form and severity of faults. In reference [18], the authors have already provided a thorough explanation and modeling of the classic binary logic diagnosis method for the entire vehicle. Therefore, it will not be repeated here.



2.1. Fault-Diagnosis Model Architecture Based on Fuzzy-Logic


Lotfi A. Zadeh invented fuzzy logic in 1965 [19]. It is a multivalued logic that allows the specification of intermediate values between conventional evaluations, such as true or false, or high or low. It provides a high degree of flexibility in reasoning, allowing for the absorption of errors and uncertainties. It is an appropriate method for fault diagnosis. Fundamental to fuzzy systems is the fuzzy set. In contrast to classical set theory, in which the membership of items in a set is evaluated in binary terms, fuzzy set theory permits the gradual evaluation of the membership of elements. A linguistic variable is one whose values are words or phrases in a natural or artificial language [20]. The supplied mathematical values are transformed into fuzzy membership functions and linguistic variables. Then reverse defuzzification techniques can convert a fuzzy output membership function to a “sharp” output value that can be used for decision-making or control purposes.



2.1.1. Fuzzy Logic Diagnosis Algorithm for Exemplar Sensor System


In this section, the fault diagnosis algorithm for the exemplar sensor system was built using the fuzzy logic method. The six sensors and their four fault states (positive offset, negative offset, total loss, and outlier) were involved. Since the rule bases of Mamdani fuzzy inference systems are more intuitive and simpler to comprehend, the Mamdani system was utilized here for fault diagnosis. The fuzzy logic algorithm is divided into five steps: fuzzification of the input signals, application of the fuzzy operator in the antecedent, the implication from the antecedent to the consequent, aggregation of the consequents across the rules, and defuzzification which comprise the fuzzy inference process.



As the input of the fuzzy logic system, there are eight residual values, the difference between the sensor-measured data and model-estimated data:   r  δ S    (the residual of the steering wheel angle),   r  M S    (the residual of the steering wheel torque),   r  ψ ˙    (the residual of the yaw rate),   r  F  T i e R o d S u m     (the residual of the tie rod force),   r  v  r l     (the residual of the left rear wheel speed with geometric model),   r  v  r r     (the residual of the right rear wheel speed with geometric model),   r  v  r l _ K F     (the residual of the left rear wheel speed with Kalman filter),   r  v  r r _ K F     (the residual of the right rear wheel speed with kalman filter). For the specific calculation method, please refer to the authors’ above-mentioned paper [18]. In the Mamdani fuzzy inference system, the first step is to transform the numerical value into a linguistic term and determine its degree of membership between 0 and 1. For example, three trapezoidal membership functions, “residual increase,” “residual zero,” and “residual decrease”, were applied here to fuzzify the input signals. Experimental results of the simulation chose the threshold for each function. After fuzzifying the inputs, the degree to which each antecedent component is satisfied for each rule was determined. The AND operator was utilized to obtain a single integer representing the result of the rule’s antecedent when the rule’s antecedent contains many components. In addition, the output signal’s membership function must be determined, and here four triangle membership functions were used, corresponding to the fault types “positive offset”, “non-fault”, “negative offset”, and “total loss”. They are used to convey the diagnostic outcomes for each sensor. Aggregation is the process of combining the fuzzy sets representing each rule’s outputs into a single fuzzy set. MAX was the aggregating method used in this paper. The aggregate output fuzzy set is the input for the defuzzification process, and the output is a single number. The chosen defuzzification method was the middle of maxima (MOM), namely, the middle of elements with maximum membership value. Each output signal from the defuzzification process indicates if a fault is present in the specific sensor. Furthermore, the type and the time-varying behavior can be determined through the waveform of the output signals.



Since there are four types of sensor faults and no faults are involved in the fault diagnosis of the sensor, the final output of the fuzzy logic is a definite number. Here, we determined that “1” represents “positive offset fault”, “−1” indicates “negative offset fault”, “−2” corresponds to “ total loss fault”, and “0” is “no-fault”. An outlier fault requires no special number because it can be judged from the resulting shape.



Here we use an example to illustrate the reasoning process of fuzzy logic more vividly. The entire reasoning process for this example is shown in Figure 2. First, we get two residual values:    r  v  r l _ K F    = − 0.5   and    r  δ S   = 0.002  . For these two residuals, we first determined their membership functions with the help of the simulated data, which correspond to the two membership function diagrams in the leftmost box in Figure 2. When their membership functions are determined, the following two rules are formulated for them:



Rule 1: If   r  v _ r l _ K F    is no deflection AND   r δ   is no deflection, THEN left rear wheel speed sensor is non-fault;



Rule 2: If   r  v _ r l _ K F    is decrease AND   r δ   is no deflection, THEN left rear wheel speed sensor is negative offset;



The inference results of the two rules can be seen in the second box in Figure 2. It demonstrates that, by rule 1, the membership function corresponding to residual value   r  v _ r l _ K F    is 0.75, whereas the membership function corresponding to residual value   r δ   is 1. The outcome of applying the AND operator to the results of the two membership functions is then 0.75. According to this criterion, the probability that a sensor would not fail is 0.75. When matching to rule 2, the membership function for residual value   r  v _ r l _ K F    is 0.25, and the membership function for residual value   r δ   is 1. The outcome of applying the AND operator to the results of the two membership functions is 0.25. In other words, according to this criteria, the likelihood that the sensor has a negative deviation defect is 0.25. Merge the results of the two rules, and then use the MOM approach to defuzzify. The ultimate diagnosis result is 0, which indicates that the sensor is not defective.




2.1.2. Fuzzy Logic Diagnosis Algorithm for Exemplar Actuator System


In this chapter, we will introduce the fuzzy logic technique for actuator fault diagnosis. Two steering motors, two driving motors, and five states for each motor are included (no fault, small fault, middle fault, large fault, and total loss). The method of applying fuzzy logic enables the diagnostic to assess not only whether the system’s state is faulty but also the fault’s severity.



The fault diagnosis algorithm based on fuzzy logic techniques is the next step in model-based fault detection. It initially calculates the intended driving states using a mathematical model, including side-slip angle, yaw rate, target steering angle, target speed, etc. By comparing the ideal driving states to the actual driving states, which are measured by sensors, a set of residuals is calculated, which are the essential symptoms for fault diagnosis. The detailed process for calculating residuals is described in paper [18]. The key discussion here is the content of the fault diagnosis after getting the fault symptoms. For actuators, developing a fuzzy diagnostic algorithm is the same as for sensors. The Mamdani inference is still used. The method for defuzzification is the center of gravity. It determines the data’s central position as the output result of the fuzzy system. This method can provide a more objective estimate of the fault’s severity by considering the general distribution of the data.



When diagnosing the steering system, the residuals we used include   r  ψ ˙    (the difference between the target yaw rate and actual yaw rate),   r β   (the difference between the target side slip angle and actual side slip angle),   r  δ S    (the difference between the target steering angle and actual steering angle),   r  M  L A 1     (the difference between the target steering torque and actual steering torque of the steering motor 1),   r  M  L A 2     (the difference between the target steering torque and actual steering torque of the steering motor 2). The fault diagnosis algorithm for the two driving actuators is similar to that for the two steering motors. Here mostly two residuals are employed as the symptoms of the fault diagnosis for determining the driving motor’s fault severity:   r  v x    (the difference between the target speed and actual speed) and   r  F  T i e r o d     (the difference between the ideal tie rod force and the actual tie rod force). Among them, the speed residual is utilized to assess the presence of a fault, and the tie rod force residual is used to diagnose the severity of the motor fault.




2.1.3. Results of Fuzzy Logic Diagnosis Algorithm


	(1)

	
Case a: Results of Fuzzy Logic Diagnosis For Sensors







An example of sensor fault diagnosis results is shown in Figure 3 and Figure 4. In this test, we used a steady circular test with a radius of 24 m, and a fault injected at each sensor. There is a positive offset fault (fault code +1) in the steering wheel torque sensor between 8 and 12 s, an outlier fault in the left wheel speed sensor that only lasted 0.001 s at 14 s, a positive offset fault in the right wheel speed sensor between 20 and 25 s, a negative offset fault (fault code −1) in the yaw rate sensor between 46 and 51 s and a total loss fault (fault code −2) in the tie rod force sensor between 55 and 60 s, a negative offset fault in the steering wheel angle sensor between 71 and 76 s. Figure 3 shows the eight residual values used as inputs for fuzzy logic diagnosis, which have obvious changing trends within the corresponding fault injection periods. After the fuzzy logic diagnosis, we can get the six sensor diagnosis results, as shown in Figure 4. In this test, the six faults in the six sensors can be detected very accurately.



	(2)

	
Case b: Results of Fuzzy Logic Diagnosis For Steering Actuators







Figure 5 and Figure 6 show an example of the diagnosis result of a double lane change test for evaluating the fault diagnosis for actuators. The test vehicle is driven on the road at its maximum speed of 20 km/h for 34 s. There is a fault beginning at the 23 s that lasted until the end. The fault injected here is a Middle-Fault (50% target torque can be output). In this test, only steering motor 1 is operational. Figure 5 depicts the difference between the ideal torque and the actual output torque beginning at 23 s when the steering motor fails and cannot produce the needed torque. Figure 6 depicts the result of the fuzzy logic fault diagnosis (blue line). 1 indicates that the motor is operating normally. At 23.6 s the diagnosis result changes to   0.5   until the end, indicating that the present motor has a malfunction of medium severity. The fault occurred at 23 s. However, the faulty diagnosis was delayed by approximately 0.6 s. This is because, at 23 s, the anticipated steering torque is quite small. Even if a fault occurred, the resulting vehicle dynamic deviation is within the permitted range, diagnostics considered the actuator in a no-fault state.



The fault diagnosis algorithm based on fuzzy logic developed here can establish the fault’s type, location, and time-varying behavior if present in any of the sensors and actuators. This approach uses the generated residuals by mathematical models of the vehicle as its foundation. In response to modifying symptom vectors, a fuzzy logic system was implemented for fault diagnostics. The fuzzy logic outputs showed the type, location, and time-varying behavior of a defect. This method is very effective in diagnosing the fault state of a single sensor and the actuator fault severity.





2.2. Fault-Diagnosis Model Architecture Based on Neuro-Fuzzy


A neuro-fuzzy system employs fuzzy logic to model linguistic rules and neural networks to learn from data and modify the modeled rules. The neuro-fuzzy in the fuzzy modeling research field is divided into two areas: fuzzy linguistic modeling that is focused on interpretability, mainly the Mamdani model, and precise fuzzy modeling that is focused on accuracy, mainly the Takagi–Sugeno–Kang (TSK) model. Sugeno fuzzy inference employs singleton output membership functions that are either constants or linear functions of the input values. The defuzzification process for a Sugeno system is more computationally efficient than that of a Mamdani system. Moreover, the fuzzy rules and corresponding functions of Sugeno fuzzy inference can be automatically optimized using parameter learning. Based on the above characteristics, the Sugeno model is more suitable for neuro-fuzzy algorithms.



2.2.1. Neuro-Fuzzy Diagnosis Algorithm for Exemplar Sensor System


The steps for implementing TSK in neuro-fuzzy are as follows. Firstly, determine the input and output variables, as well as the input membership functions. Then create a collection of fuzzy rules for the TSK model, with each rule containing antecedents and consequences. Antecedents may consist of a single input variable or a mixture of numerous input variables, whereas the consequence is a linear function. Thirdly, construct a neural network that learns the TSK model’s parameters. The input layer of the neural network is comprised of the input variables, while the output layer is made up of the consequent functions of the fuzzy rules. Then apply fuzzy rules to the input variables and aggregate the outputs using the maximum-minimum composition or weighted average composition approach. The neural network is used to optimize the linear parameters of the fuzzy rules.



The object of fault diagnosis in this chapter is still six sensors, each with four fault types. In addition, it will also improve the diagnosis of multi-sensor faults, which are not involved in fault diagnosis using traditional fuzzy logic methods. Due to the employment of a Sugeno-type fuzzy inference system with a single numerical output, the outcome of this project’s diagnosis method is a fault code. Every sensor fault type is assigned a fault code on every sensor, which can be used to determine the fault type and location. Outlier faults are not assigned fault codes since their transient time behavior allows them to be identified. Table A1 in Appendix A contains the fault codes for the single-sensor fault scenarios, whereas Table A2 in Appendix A contains the fault codes for the multi-sensor fault scenarios. The multi-sensor fault tests mainly target the steering wheel torque sensor, yaw rate sensor, and left rear wheel speed sensor. The fault types mainly consider positive offset, negative offset, and total loss.



The Fuzzy logic toolbox software in Matlab provides an interactive app, “Neuro-Fuzzy Designer,” which is used in this project to train an adaptive neuro-fuzzy inference system (ANFIS). The approach of model construction is Subtractive Clustering. Subtractive Clustering considers data points to represent the center of a Gaussian distribution, and it determines which data points should serve as class centers and allocates other data points to the class centers that are closest to them. Subtractive Clustering has the advantage of being able to handle big datasets and achieve typically acceptable clustering results, which makes it simple to construct the model without rule number exponential explosion. Four crucial parameters must be set separately: influence range, squash factor, accept ratio and reject ratio. There are currently no effective instructions for setting the aforementioned basic parameters. Through a pair of training procedures, parameters are set to optimal values based on a variety of training samples that correlate to a variety of simulation tests. Here, the steady circle driving test is used for parameter debugging. The changes in the debugged parameters are shown in Table 1, and the RMSE (Root-mean-square deviation) is used as the evaluation standard. A smaller range of influence and reject ratio will yield more membership functions and fuzzy rules, but training error RMSE will be reduced. However, this progress will approach a ceiling, meaning that increasing the number of membership functions and fuzzy rules will not lower training error but simply influence training speed. A smaller squash factor minimizes the likelihood that outlying points would be deemed part of a cluster, resulting in typically more and smaller data clusters. The accept ratio is a numeric value between 0 and 1 and must be greater than the rejection ratio. After importing the training data and building the initial FIS structure, the “Train FIS” portion opts for a hybrid optimization strategy in the training process that combines backpropagation with least-squares regression (LSE). Epochs are the number of training epochs and represent one complete cycle of the training data. This number is set between 10 and 20 for this project to converge the training error. Error tolerance is the training termination condition. When error tolerance is set to 0, training will end when the specified number of training epochs is reached. The inputs used here are eight residual values that are the same as those used in the diagnosis algorithm based on fuzzy logic.




2.2.2. Results of Neuro-Fuzzy Diagnosis


	(1)

	
Case a: Results of Neuro-Fuzzy Diagnosis For Single Sensor Fault







Figure 7 depicts a total loss fault on the left rear wheel speed sensor during a round driving test. Here, the FIS is generated with a range of influence of 0.05, a squash factor of 1.25, an accept ratio of 0.5, and a reject ratio of 0.05, and a total of 52 membership functions. The blue line depicts the original signal from the left rear wheel speed sensor, whereas the red line represents the signal with a fault. At 30 s, a total loss fault is added to the sensor, and the value of the signal for the left rear wheel speed remains 0 until the end. Figure 8 depicts the matching fault code of the diagnosis result. Initially, the output remains 0, indicating no problem occurred during this period. After 30 s, the fault code changes to 12, corresponding to the total loss fault in the left rear wheel speed sensor, see Table A1 and remains until the end.



	(2)

	
Case b: Results of Neuro-Fuzzy Diagnosis For Multi-Sensor Faults







In the ANFIS method, one of the very important advances is that it can identify multiple faults in multiple sensors. Figure 9 and Figure 10 depict a multi-sensor fault involving the left rear wheel speed sensor and the yaw rate sensor. Figure 9 depicts the left rear wheel speed sensor signal with a negative offset fault between 15 s and 20 s, whereas Figure 10 depicts the yaw rate sensor signal with a positive offset fault between 15 s and 20 s. Figure 11 depicts the diagnostic fault code output. Beginning with a fault code of 0, indicating that no fault has occurred, a fault code of 20 indicates that the left rear wheel speed sensor has a negative offset fault and the yaw rate sensor has a positive offset fault simultaneously at 15 s as shown in Table A2. The fault code lasts for 5 s before reverting to 0 until the end.



The adaptive neuro-fuzzy inference system is used to model the fault diagnosis algorithm for the exemplar sensor system. It possesses the interpretability of fuzzy logic and the parameter self-learning ability of artificial neural networks. This approach could diagnose the fault types in the sensors, and it has a good adaptive ability for complex driving maneuvers. In addition, the method is used to verify the possibility of diagnosis when multiple sensors fail simultaneously.





2.3. Fault-Diagnosis Model Architecture Based on Neural Networks


The rapid advancement of machine learning in recent years has made it advantageous for classification. In this section, fuzzy logic has been substituted by a neural network model based on a faulty dataset. Using historical data of the system under normal and various fault situations to train neural network models for fault diagnosis is the fundamental concept underlying machine learning approaches for fault diagnosis. In the event of a process failure, the machine learning algorithm requires exceptionally rich sample data, and the accuracy is highly dependent on the completeness and representativeness of these samples.



2.3.1. Feedforward Networks Diagnosis Algorithm for Exemplar Sensor System


The most prevalent neural network fault diagnosis methods are the two facets: utilizing neural networks to develop state observers and utilizing neural networks as a diagnostic classifier. The neural network observer is trained using data collected when the system is operating normally. Fault residuals can be generated using a trained neural network observer [21,22]. If the potential fault categories of a system have been classified beforehand, the difficulty of fault diagnosis becomes determining which class the current system state belongs to. That is the second technique, which uses neural networks for pattern recognition during fault diagnosis. The neural network classifier receives the current system state online and compares it with offline-obtained reference fault states to produce accurate diagnosis results. This method can be utilized for the fault diagnosis of process objects of the control system, as well as sensors and actuators [7,8].



In 1943, McCulloch and Pitts described the “M-P neuron model,” which is still in use today [23]. In this model, a neuron receives input signals from n other neurons, these input signals are transmitted through a weighted connection, and the total input value received by the neuron is compared to its threshold value before being processed by an activation function to generate the neuron’s output. The optimal activation function is the step function, which transfers the input value to “0” or “1” as the output value. 1 correlates to neuron excitement, and 0 to neuron inhibition. Nevertheless, the step function has discontinuous, non-smooth, and undesirable characteristics. Hence, the Sigmoid function is frequently utilized as the activation function. Input values that fluctuate within the range are squashed into the (0, 1) output value range. Two layers of neurons can comprise the perceptron. The input layer receives and sends the external input signal to the output layer. For the nonlinear problem, functional neurons with multiple layers (hidden layers) must be considered. The neural networks used in practical applications are trained with the backpropagation algorithm. The forward propagation algorithm calculates the network’s output first, followed by the output error in the backpropagation algorithm. The mistake is then propagated backwards to each neuron, and the gradient of each neuron is determined to determine the direction and magnitude of the network parameter adjustment. Lastly, to minimize network output error, the network parameters are changed using the gradient descent approach.



Here, the residual between the real measured data of the sensor and the sensor data estimated by the model is still an important input quantity for the machine learning model. After obtaining the residuals, a classification model should be applied to fault diagnostics. It accepts the sensor parameters previously acquired as input and outputs the discrete fault type. For the fault diagnosis of the aforementioned six sensors, the following residuals must be input:   r  δ S    (the residual of the steering wheel angle),   r  M S    (the residual of the steering wheel torque),   r  ψ ˙    (the residual of the yaw rate),   r  F  T i e R o d S u m     (the residual of the tie rod force),   r  a x    (the residual of the longitudinal acceleration),   r  a y    (the residual of the lateral acceleration),   r  v  r l     (the residual of the left rear wheel speed),   r  v  r r     (the residual of the right rear wheel speed). However, these residuals only indicate the absolute magnitude and not the relative value of the deviance. Consequently, it is essential to supply the input with the current measured values of the sensor:    δ S  ,  M S  ,  ψ ˙  ,  F  T i e R o d S u m   ,  a x  ,  a y  ,  v  r l   ,  v  r r    . Therefore, there are in total 16 parameters that we use as input when diagnosing sensor faults. In the obtained dataset, the training set accounts for 70%, and the validation set and test set each account for 15%. The total number of training samples used as a sensor fault diagnosis model is 184,862, each with 14 features.



Determined here are the number of hidden layers of the neural network, the number of neurons in each hidden layer, the activation function of the neurons, and the neural network training technique. Increasing the number of hidden layers in a neural network can improve classification performance but at the expense of a substantial increase in computation, a decrease in system speed, and the possibility of over-fitting. Since the inputs are values (and not images), only one hidden layer is necessary. The number of neurons in the buried layer is determined empirically. Based on testing, the categorization model employing the following empirical formula performs better:


   n  hidden    = 2 ×  n  input    − 1  



(1)




where   n  input     is the number of inputs, which is 16. Therefore, the number of neurons in the hidden layer is 31.



For models that use predicted probabilities as output, since probabilities can range from 0 to 1, the Sigmoid function is a good fit:


  f  ( x )  =  1  1 +  e  − x      



(2)







The Scaled Conjugate Gradient Backpropagation (SCG) is chosen for training. It is a development of the conjugate gradient method that dynamically modifies the step size during the optimization process using a scaling factor.



The number of model outputs should correspond to the number of sensor fault categories. Because the neural network can determine more types of faults, we can consider the IMU as two sensors: the yaw rate or the longitudinal/lateral accelerations,   a x   and   a y  . Here only one sensor failure at a time is considered; each sensor has four failure modes, and there are 28 different modes of fault for all sensors. Outlier issues are no longer within the scope of diagnosis here to simplify the complexity of the model because this technique frequently produces an outlier, which will be confused with an outlier fault. Thus, there are 21 different fault types, corresponding to 22 codes from 0 to 21. The fault code for each type of fault is shown in Table A3. The output is an array of 22 bits with a total value of 1. The highest of these 22 values is selected, indicating that the most probable sensor defect type is selected.




2.3.2. Feedforward Networks Diagnosis Algorithm for Exemplar Actuator System


Two coaxially coupled steering actuators and two driving actuators are involved here. The fault diagnosis algorithms can diagnose five states of each actuator. The diagnosis algorithm’s inputs are the vehicle controller’s target values rather than the measured values. Target values can be viewed as the driver’s control commands and are the values the vehicle should reach. It consists of the steering wheel angle target   δ  S  t a r g e t    , the vehicle velocity target   v  x  t a r g e t    , the two steering motors target torque   M  L  A 1  target   ,   M  L  A 2   target   , and the drive motor target torque of the front left and right wheels    M  F  L  t a r g e t     ,  M  F  R  t a r g e t      . Similar to the sensor component, the input comprises residuals and actual values that can reflect both absolute and relative variances. Such inputs include   r  v x    (the difference between the target speed and actual speed),   v x   (the actual speed),   r  a x    (the difference between the target longitudinal acceleration and actual longitudinal acceleration),   a x   (the actual longitudinal acceleration),   r  a y    (the difference between the target lateral acceleration and actual lateral acceleration),   a y   (the actual lateral acceleration),   r  ψ ˙    (the difference between the target yaw rate and actual yaw rate),   ψ ˙   (the actual yaw rate),   r β   (the difference between the target side slip angle), and  β  (the actual side slip angle). The other input is   P T  T  L A , t o t a l    , which represents the percentage difference between the actual value and the intended value of the steering motor’s total steering torque. These 11 variables are the input of the fault diagnosis for the steering motor. Here the classifier requires only one hidden layer, which is comprised of 21 neurons. The activation function and training algorithm is identical to the sensor function and algorithm. There are five neurons in the output layer, which correspond to no fault, and four fault kinds for steering motors (Small fault: Only 70% to 90% of the target torque can be output; Middle fault: Only 40% to 60% of the target torque can be output; Large fault: Only 10% to 30% of the target torque can be output; Total loss fault: 0% of the target torque can be output). The total number of training samples used as a model for steering motor fault diagnosis is 554,406, and each set of samples has 11 features.



This study also significantly raises the bar for the classifier’s output threshold. “Miss” and “False alarm” definitions are crucial to fault diagnosis issues. “Miss” indicates that the positive sample is not correctly recognized, a “missed diagnosis.” A false alarm represents a response to a non-existent positive sample, a “misdiagnosis.” A compromise is required since it is challenging to decrease miss and false alarms in the same model. When the threshold is high, only extremely specific fault conclusions are produced, or the fault is ignored. Therefore, the false alarm rate is quite low, but the miss rate is relatively high. When the threshold is low, all suspected faults are output. So the false alarm rate is high, and the miss rate is low. The diagnosed results will have a significant impact on the vehicle’s regular operation. The goal is to find a method to report the faults infrequently (fewer false alarms) but necessarily (fewer missed alarms). The steering motor has little impact when the car is driving straight. A higher threshold allows some less critical problems to be overlooked. The steering motor is essential when the car steers. A lower threshold needs to be applied to maximize fault diagnosis accuracy. In this study, a basic logic gate is proposed to ascertain if the car is now steering or traveling straight. The vehicle can virtually be thought of as traveling straight: if   δ S   is small   A N D     ψ ˙   is small   A N D    β  is small   A N D     a y   is small, at which point a high threshold is employed to get more missed alarms and less false alarms. Otherwise, the car is thought to be steering using a low threshold to achieve fewer missed and more false alarms.



As with the steering motor input, the input of the drive motor fault diagnosis model consists of 10 vehicle state reflecting parameters:   r  v x   ,   v x  ,   r  a x   ,   a x  ,   r  a y   ,   a y  ,   r  ψ ˙   ,   ψ ˙  ,   r β  ,  β . Also useful are the total tie-rod force and its residual:   F  T i e R o d S u m   ,   r   F T  i e R o d S u m   . The total tie-rod force is a valuable diagnostic parameter for the driving motor. Because there should be theoretically no significant change of   F  T i e R o d S u m    when the vehicle is traveling in a straight line,   F  T i e R o d S u m    exists when the vehicle steers. So if   F  T i e R o d S u m    deviates significantly from the estimated value, that is, a driving motor fault may also be suspected. In addition, the input also includes the target torques of the two drive motors from the vehicle controller. There are a total of 14 inputs. The model’s output layer contains a total of 9 neurons, which corresponds to no faults and four fault states for each driving motor. The total number of training samples used as a model for driving motor fault diagnosis is 554,406, and each set of samples has 14 features. The drive motor’s significance is influenced by two variables: acceleration   a x   and current velocity   v x  . When a drive motor fault occurs, high   v x   is more hazardous for the driver than low   v x  . In addition, vehicle acceleration is achieved by the working of the driving motor, so completing the diagnosis should be more necessary when the vehicle accelerates. A higher threshold should be utilized if “  v x   is small OR   a x   is small” so that the false alarm rate is lower and the miss rate is higher. Otherwise, a lower threshold was applied, resulting in a greater false alarm rate but a lower miss rate.




2.3.3. Results of Neural Networks Diagnosis Algorithm


	(1)

	
Case a: Results of Neural Networks Diagnosis Algorithm For Sensors







Figure 12 depicts an example test result of faulty sensors. In this test, we injected seven faults in the sensors. There was a positive offset fault in the tie rod force sensor between 10 s and 15 s (fault code 19), a negative offset fault in the steering wheel torque sensor between 30 s and 35 s (fault code 5), a total loss fault in the yaw rate sensor between 46 s and 50 s (fault code 9), a positive offset fault in the longitudinal acceleration sensor between 60 s and 65 s (fault code 10), a negative offset fault in the left wheel speed sensor between 70 s and 74 s (fault code 14), a negative offset fault in the right wheel speed sensor between 80 s and 85 s (fault code 17) and a total loss fault in the steering wheel angle sensor between 95 s and 98 s (fault code 3). As shown in Figure 12 (blue line), the sensor fault diagnosis system can deliver mostly accurate results. However, there are still weaknesses. It can be seen from the diagnosis results that there are some outliers, and these outliers can be removed through a filter without affecting the overall diagnosis results. However, at the same time, there are still some missed diagnoses, such as the tie rod force sensor diagnosis at 12 s, the yaw rate sensor diagnosis at 49 s, and the longitudinal acceleration fault diagnosis at 60 s. To know the reason for its missed diagnosis, it is necessary to rely on the raw sensor data, as shown in Figure 13. The reason for the missed diagnosis is related to the threshold. Utilizing a threshold guarantees that the problem diagnosis system only returns a result when it is pretty definite. This minimizes incorrect diagnoses at the expense of a rise in missed diagnoses. At these missed diagnosis periods, the real values of the sensors are very small, close to 0. This confuses the fault detection system, as the changes in features generated by the three separate fault kinds are similar in the dataset used to train the neural network. When the actual value is close to zero, the significance of the corresponding sensor diminishes. Therefore, an appropriate missed diagnosis is also acceptable.



	(2)

	
Case b: Results of Neural Networks Diagnosis Algorithm For Driving Actuators







Here is an example of the diagnosis of the actuator system. It is difficult to obtain the output torques of the two drive motors. However, the fault diagnosis of the drive motor still provides nearly accurate diagnosis results, thanks to the addition of two new features: total tie rod force   F  T i e R o d S u m    and its residual   r  F T i e R o d S u m   . The estimation model specifies the goal value of   F  T i e R o d S u m   , indicating that, according to acceptable calculations,   F  T i e R o d S u m    should be close to 0 or a constant when the vehicle is traveling straight or a specified value when the vehicle is steering. If one of the drive motors fails at this moment, there will be an immediate loss of power on the corresponding side, resulting in an additional “steering” effect.



Figure 14, Figure 15, Figure 16 and Figure 17 show the result of an example test of fault diagnosis for the two driving motors. In this test, the front left drive motor fails between 250 and 290 s during driving. Six faults with different magnitudes and duration times are injected in the left front driving motor within the period indicated by the red dotted line in Figure 16. The blue lines in Figure 16 and Figure 17 demonstrate that the fault diagnosis results for the driving motors and provide the right conclusions in the majority of situations, and the more severe the fault, the higher the accuracy of the diagnosis. For instance, there will be two missed diagnoses for ”Small-Fault” that occurred between 260.5 and 263.5 and between 276 and 278 s. Since “Small” problems have little effect on the driving safety of a vehicle, the performance of the drive motor fault diagnosis system is satisfactory. It can be seen from the diagnosis result that the neural network diagnosis approach is very sensitive to short-term faults.



The fault diagnosis approach based on feedforward neural networks proposed in this section has adequate diagnostic capabilities. It can diagnose seven sensor states and three fault types for each sensor. For the exemplar actuator system, it can also diagnose the states of the four actuators, and each has five states, for a total of 20 types of states for the actuator system. This approach can suitably apply to extremely short-term fault scenarios, and it has strong adaptability for a quick response to short-term fault scenarios and an accurate diagnosis result.





2.4. Fault-Diagnosis Model Architecture Based on CNN


Convolutional neural network (CNN) is a unique artificial neural network in deep learning. In various fields, such as manufacturing, transportation, and healthcare, CNN has proven to be a potent tool for fault diagnosis in recent years. In electric vehicles, the motor plays a crucial role, and motor malfunctions always have a significant effect on driving behavior. When a fault occurs, timely maintenance is required. Determining the precise cause of motor malfunctions is thus an essential task. The permanent magnet synchronous motor is the most frequently used actuator in electric vehicles. It has a fairly simple overall construction. However, when the motor runs, certain components will deteriorate and fail over time with prolonged operation due to the influence of power supply circumstances, load conditions, and the operating environment. The most common fault causes include eccentricity of the motor rotor, winding disconnection, winding overheating, inter-turn short circuits, insulation age, etc. The rotor of the permanent magnet synchronous motor likewise has a permanent magnet, so irreversible demagnetization is also possible. With the developed CNN models in this case, four fault causes can be found: open-switch fault, short-switch fault, short circuit between phases fault, and permanent magnet demagnetization fault. The CNN approach will identify 21 fault states refined differently across four fault kinds and one no-fault state.



2.4.1. CNN Diagnosis Algorithm for PMSM


The input layer, convolutional layer, pooling layer, and fully connected layer constitute the majority of the layers of a conventional convolutional neural network. The input layer of a convolutional neural network receives the original data or the data obtained after preparation. Through the input layer, the convolutional neural network is fed input data for feature extraction. The convolutional layer is the central component of CNN, which can extract the local features of the input data via the convolution kernel. Due to the property of automatic feature extraction, using CNN can naturally reduce the difficulty of manually preprocessing raw data. The convolution kernel slides onto the input data so that the local area is convolved with the convolution kernel. This procedure can be interpreted as utilizing the kernel to filter each small section of the picture to extract its eigenvalues. The eigenvalues of each region are then used to generate a feature map. The number of feature mappings is commensurate with the number of convolution kernels. The sliding stride is an essential parameter for controlling the size of the output feature map during the sliding process. The purpose of the pooling layer is to minimize the data’s dimensionality and prevent overfitting. The fully connected layer is responsible for processing the data processed by the convolutional layer and the pooling layer to reach the final desired result.



As depicted in Figure 18, the CNN model presented in this section for diagnosing the causes of the faults in PMSM consists of an input layer, a convolutional layer, a pooling layer, two fully connected layers, and an output layer.



The activation function used here is the Softmax function. It is also a typical activation function appropriate for multi-classification issues in which the categories are mutually exclusive. Softmax maps the output of many neurons to the   ( 0 , 1 )   interval, which may be thought of as the likelihood that the current output belongs to each category. The softmax activation function formula is illustrated in Equation (3). K denotes the number of motor fault kinds.   x i   and   x j   indicate the output values of the   i  -th and j-type motor faults before Softmax normalization, and   f (  x i  )   reflects the output value after normalization or the likelihood of a certain type of motor fault.


  f  (  x i  )  =   e  x i     ∑  j = 1  K   e  x j     .  



(3)







CNN is typically referred to as a two-dimensional neural network, but a one-dimensional convolutional neural network is also useful when we want to extract important features from shorter (fixed-length or kernel-size) segments of the entire dataset, and the feature is not highly correlated with the location of the segment of data. In addition, time series analysis of sensor data, such as that from an accelerometer or gyroscope, can benefit from using 1D CNN. Since the original data for this paper were gathered from several sensor data groups by time series, 1D CNN was employed in the model. The parameters of the one-dimensional convolutional layer were Cov1D (*, 50, 64). * indicates that the number of samples entered can be any value. 50 indicates that the layer uses 50 convolution kernels for convolution operations. Each convolution kernel can extract a feature. 64 means that the size of the convolution kernel is 64. Each convolution operation selects 64 adjacent input neurons (or features) to perform convolution operations with the convolution kernel. There are numerous pooling techniques for CNN. Here we used maximum pooling. By dividing the input data into numerous rectangular sub-areas, maximum pooling outputs the maximum value for each sub-area. Convolutional and max-pooling layers must be transformed into one-dimensional layers and transferred to fully linked layers because they contain two-dimensional data. As fault detection of electric motors is the issue to be examined in this section, this model can forecast problems for 22 fault states (including one fault-free normal state). The 21 types of motor faults that can be diagnosed with their corresponding fault codes are shown in Table A4. It includes open switch faults, short switch faults, and phase-to-phase short-circuit faults of the inverters of the two motors separately and simultaneously, five different severe demagnetization states of the two motors respectively, and two severe demagnetization states of the two motors simultaneously. The output layer has 22 nodes. Each node’s output represents the predicted value obtained by the node, which can be regarded as the probability that the model believes that the corresponding fault occurs.



The dataset was still divided into three groups here, a training set, a validation set, and a test set = 6:2:2. The relevant vehicle driving parameters are the model’s input. The choice of parameters will affect the speed of model training and the correct rate of the model. To get a better result, we need first to visualize the original data, intuitively select all the parameters that change with the type of fault, and remove the parameters that have no feedback on the change of the fault type. For instance, a relevant component that must be included in the training model is the current, which will vary quite obviously when a fault occurs. Parameters that do not change considerably, like a car’s driving distance, can be disregarded. As the input for the final training, we chose 10 variables in this case. They are the driving torque on the tire, the d-phase current modified by the   d q   coordinate system, and the currents of the   a b c   three phases in the motor’s three-phase circuit. There are two motors in the vehicle, one for each of the two front wheels, so 10 variables can be used. After selecting the relevant data variables, data preprocessing is also very important. Time series data can be preprocessed using a variety of techniques; however, sliding window pretreatment is crucial for maximizing the amount of data. Additionally, the sliding window may determine the window’s length on its own to make sure that each sample’s data dimension is consistent. The sliding window’s starting point during data preparation was randomly established to lessen the reliance between samples and time. Ultimately, a sample length of 50 and a total sample size of 45,360 were chosen.




2.4.2. Results of CNN Diagnosis for PMSM Failure Causes


Figure 19 shows the result of a test with multiple faults. This test contains eight states: non-fault, SSF in the inverter of the right motor, OSF in the inverter of the right motor, complete demagnetization of the rotor in the left motor, phase-to-phase short circuit in the right motor, phase-to-phase short circuit in the left motor, SSF in the inverter of the left motor, OSF in the inverter of the left motor, as the corresponding fault code shown in Table A4. A comparison chart between the predicted results (blue line) and the original labels (red line) is produced when the prediction model receives the first sample. Even if the results are as expected, there will be a delay of 0.5 s. The fault diagnosis (kind, location, and duration) in this test is always accurate, except for the tiny mistake which occurred because of the starting of the car. The accurate rate is 95.44%.



The proposed model’s capacity to differentiate between negative and positive samples is so robust that it excels in diagnosing motor faults. The 22 types of situations (1 normal working state, 21 fault states) that will occur in the motors in electric vehicles can be identified. The algorithm is used to conduct a real-time diagnosis of multiple faults, which is closer to practical applications. In a given operating condition, the motor has 2 to 8 different operating states, and the classification accuracy of the model can reach 90% or more, up to 95%.






3. Evaluation of the Different Methods


In Section 2, we outlined five distinct fault diagnosis techniques and modeled corresponding diagnosis algorithms for the respective exemplar systems. Then these methodologies are evaluated in this chapter. One of the most important evaluations for fault diagnosis methods is the accuracy of fault diagnosis. However, as long as enough test data are provided, enough diagnostic circumstances are made, or enough modeling and computations are consumed, any approach, whether it be conventional binary logic fault diagnosis or the popular neural network technology, may eventually reach quite a good accuracy of the diagnosis. For comparing several methods, it makes no sense to neglect other assessment criteria and concentrate exclusively on fault diagnostic accuracy. Therefore, we did not evaluate the single fault diagnosis rate in this instance; rather, we evaluated these five fault diagnosis approaches more in terms of the pros and cons of the method itself, as well as any applicable circumstances and scenarios.



Traditional binary logic fault diagnostics can accurately assess whether the system is normal or abnormal. Different logic gates and logical operation symbols can create a variety of diagnostic criteria between symptoms to locate the faulty part. The diagnostics are traceable and explainable due to the rules’ transparency. This strategy also has clear drawbacks. It requires lengthy simulation and testing and just returns a faulty or non-faulty result and cannot give further diagnostic information, like fault type or severity. The fuzzy logic fault diagnosis approach extends the classical logic approach. It can handle ambiguous fault information. This method mimics how humans process fuzzy information, making it more realistic. Practical fault information is incomplete, inaccurate, and imprecise. Fuzzy logic theory can better represent and diagnose this information. As fuzzy logic picks numerous membership functions and reasoning techniques dependent on the situation, it may adapt to varied defect diagnostic scenarios. It can express more reasoning relations and concepts than binary logic fault detection. This approach can identify fault types and severity. The membership functions and inference procedures are manually formulated, significantly affecting the diagnosis outcomes. So selecting it is challenging and requires experienced experts or many experimental verifications. It involves a lot of fuzzy set operations and is computationally intensive. The approach may misdiagnose imprecise or unclear data. Hence, the diagnostic can have uncertain results. Neuro-fuzzy fault diagnostics uses a combination of neural networks and fuzzy logic. It can handle uncertain and fuzzy information, like fuzzy logic, for more complicated fault scenarios. Due to neural networks, model parameters may automatically adjust to different failure conditions. As a drawback, this technique needs plenty of training data. Otherwise, the accuracy and dependability would be doubted. Neuro-fuzzy fault diagnosis can produce confusing findings and is not suitable for situations that require explicit diagnostic rules. Feedforward neural network has a strong ability for fault diagnostics. It can model nonlinear systems. Adaptive learning from prior data improves diagnosis accuracy. It handles complicated failure scenarios and is robust for noise-resistant. It is also applicable to multivariable failures and systems. As a normal machine learning approach, it needs a lot of data to train the model. Convolutional neural networks have more powerful data processing capabilities than feedforward neural networks, which can be used for more complex fault situations. CNN’s convolutional and pooling layers automatically extract meaningful characteristics from incoming data. It can solve multivariable failure situations in complicated systems. End-to-end learning eliminates manual feature extraction and improves diagnostic efficiency. Nevertheless, a CNN model requires a lot of training data for accurate and reliable predictions. CNN is also a type of neural network, it requires sophisticated calculations and special resources, and parameter setting impacts diagnostic accuracy. Like the feedforward neural network diagnostics, it is not good at identifying failure causes with transparent inference.



The evaluation of each feature of these five fault diagnosis methods is shown in Table 2.



Figure 20 depicts a relative score for the application attributes of these five approaches, with 1 indicating the least suitable and 3 indicating the most appropriate. Traditional binary logic is ideally suited for circumstances where the system’s abnormality must be determined. Its traceability and explainability, as well as its straightforward and practical inference rules, are very significant advantages. In situations involving several sorts of faults, both fuzzy logic and neural networks are viable options. If explicit and transparent rules for inference are required, fuzzy logic is the best option. Neural networks are an excellent option when only accurate results are required, and high-performance computing tools are accessible. Neuro-fuzzy and neural networks are optimal for more complicated fault scenarios, such as multiple components failing simultaneously or short-duration faults. For limited input variables, neuro-fuzzy can be chosen. Initially, the rules are defined manually, and then the parameters are optimized automatically based on the data. Neural networks can be employed directly when dealing with extremely high input volumes. If more detailed fault information is required, such as the particular reason for failure, but no interest in developing too many mathematical models, the convolutional neural network is an excellent option. In conclusion, the best strategy to resolve the issue is to select the most appropriate diagnostic approach based on the various requirements, situations, and fault scenarios.




4. Conclusions


In this research, the authors modeled the fault diagnosis of sensor systems and actuator systems in electric vehicles using five fault diagnosis approaches. These five fault diagnosis methods are sorted from the traditional to the latest, namely, the traditional binary logic method, the fuzzy logic method, the neuro-fuzzy method, the feedforward neural network method, and the convolutional neural network method. The mathematical algorithms of the traditional binary logic method are simple and easy to create, the diagnostic rules are brief and clear, and it has good traceability and transparency. However, it only applies to simple fault scenarios and can only determine whether or not a system fault exists. It is used with the sensor system and actuator system to determine whether or not there is an anomaly and which part is abnormal in this study. The fuzzy logic technique is effective in handling ambiguous and fuzzy defect data. Because of the membership function, its diagnostic criteria are more varied and comprehensive. It may indicate not only whether there is a fault in the system but also its type and severity. Here, it is used to diagnose different sorts of faults in sensor systems and faulty components and their severity in actuator systems. Neuro-fuzzy is a combination of fuzzy logic and neural networks. It can first construct fuzzy rules based on experience or data and then use numerous datasets to improve the fuzzy rules’ parameters. As a result of the existence of neural networks, the interpretability, and traceability of the models deteriorate. It can be used in slightly more complex scenarios. Nevertheless, its variability is not as excellent as neural networks in the face of extremely complicated fault scenarios, and complex fault scenarios increase the complexity of constructing fuzzy rules. Therefore it must be chosen with caution. This approach is used in this research to diagnose the sensor system’s fault type. Owing to its automated parameter optimization, it is ideally suited for use in situations when many sensors fail simultaneously. Being the fundamental technique of machine learning, feedforward neural networks are ideally suited for fault diagnostics. It can also be sensitive to complicated driving circumstances and fault scenarios, such as extreme short-time faults lasting one or two seconds. Yet, the most prominent characteristic of machine learning is its inexplicability, which is unsuitable for scenarios that must rigorously describe the diagnostic procedure. A large quantity of data are required to ensure the algorithm’s stability. The approach is also utilized to diagnose the fault position and fault type of the sensor system, as well as the fault location and severity of the actuator system. Moreover, the diagnosis of complicated and dynamic fault scenarios, such as numerous faults in a test with long-term and short-term faults with varying lengths, is included. The convolutional neural network is more capable of processing data than the feedforward neural network, allowing it to diagnose more kinds of faults and classify them more precisely. In this article, convolutional neural networks were utilized to categorize the fault causes of permanent magnet synchronous motors, which have great diagnostic capabilities.



This study also evaluated these five fault-detection techniques and a recommendation to select alternative fault-detection techniques based on the diagnostic requirements of various circumstances. The research’s impartiality and efficacy may be best ensured by employing distinct diagnostic techniques based on usage situations, diagnostic criteria, or research goals. Currently, only simulated data have been used to validate our methodology. The goal of this paper is to evaluate the capabilities of different diagnostic methods in different application scenarios and fault diagnosis requirements. It is impossible to test complex fault scenarios, such as faults that last for 1 s or multiple faults in one test, or to inject as many different types of faults, such as sensor positive deviation faults and permanent magnet synchronous motor demagnetization faults, into the real vehicles. Therefore, there is a dearth of data that may be used to assist our study in the real car test. So, in this case, we only considered the verification of simulated virtual data. The author’s follow-up research will go into the verification of this relevant issue in actual vehicle testing.
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Table A1. Fault code for single sensor fault.






Table A1. Fault code for single sensor fault.











	
	Positive Offset
	Negative Offset
	Total Loss





	Steering wheel angle
	1
	2
	3



	Steering wheel torque
	4
	5
	6



	Yaw Rate
	7
	8
	9



	Wheel speed RL
	10
	11
	12



	Wheel speed RR
	13
	14
	15



	Tie rod force
	16
	17
	18
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Table A2. Fault code for multi-sensor fault.






Table A2. Fault code for multi-sensor fault.











	
	Yaw Rate (PO)
	Yaw Rate (NO)
	Yaw Rate (TL)





	Steering wheel angle (PO)
	1
	2
	3



	Steering wheel angle (NO)
	7
	8
	9



	Steering wheel angle (TL)
	13
	14
	15



	
	Wheel speed RL (PO)
	Wheel speed RL (NO)
	Wheel speed RL (TL)



	Steering wheel torque (PO)
	4
	5
	6



	Steering wheel torque (NO)
	10
	11
	12



	Steering wheel torque (TL)
	16
	17
	18



	
	Wheel speed RL (PO)
	Wheel speed RL (NO)
	Wheel speed RL (TL)



	Yaw Rate (PO)
	19
	20
	21



	Yaw Rate (NO)
	22
	23
	24



	Yaw Rate (TL)
	25
	26
	27
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Table A3. Fault code for sensor fault based on machine learning.
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	Positive Offset
	Negative Offset
	Total Loss





	Steering wheel angle
	1
	2
	3



	Steering wheel torque
	4
	5
	6



	Yaw rate
	7
	8
	9



	Longitudinal acceleration
	10
	11
	12



	Wheel speed RL
	13
	14
	15



	Wheel speed RR
	16
	17
	18



	Tie rod force
	19
	20
	21
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Table A4. Types of motor faults for diagnosis based on CNN.






Table A4. Types of motor faults for diagnosis based on CNN.





	Fault Code
	Motor Fault Cause





	0
	Both motors are working fine



	1
	Open switch fault in the inverters of both motors



	2
	Short switch fault in the inverters of both motors



	3
	Short circuit between phases of both motors



	4
	Demagnetization of both motors, the magnetic flux is 20% of the original



	5
	Demagnetization of both motors, the magnetic flux is 80% of the original



	6
	Open switch fault in the inverter of left motor



	7
	Short switch fault in the inverter of left motor



	8
	Short circuit between phases of left motor



	9
	Demagnetization of left motor, the magnetic flux is 0% of the original



	10
	Demagnetization of left motor, the magnetic flux is 20% of the original



	11
	Demagnetization of left motor, the magnetic flux is 40% of the original



	12
	Demagnetization of left motor, the magnetic flux is 60% of the original



	13
	Demagnetization of left motor, the magnetic flux is 80% of the original



	14
	Demagnetization of right motor, the magnetic flux is 0% of the original



	15
	Demagnetization of right motor, the magnetic flux is 20% of the original



	16
	Demagnetization of right motor, the magnetic flux is 40% of the original



	17
	Demagnetization of right motor, the magnetic flux is 60% of the original



	18
	Demagnetization of right motor, the magnetic flux is 80% of the original



	19
	Open switch fault in the inverter of right motor



	20
	Short switch fault in the inverter of right motor



	21
	Short circuit between phases of right motor
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Figure 1. Overview of the approaches and their applications in this paper. 
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Figure 2. Fuzzy process example. 
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Figure 3. The eight residual changing trends that are used as the inputs for fuzzy diagnosis. 
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Figure 4. An example of the diagnosis results for six sensors: steering wheel angle sensor with a negative offset (−1), yaw rate sensor with a negative offset (−1), right wheel speed sensor with a positive offset (+1), steering wheel torque sensor with a positive offset (+1), left wheel speed sensor with a positive offset (+1), and tie rod force sensor with a total loss (−2). 
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Figure 5. Torque of Steering actuator 1 (Blue line: the actual steering torque with faults; red dotted line: the ideal steering torque with no-fault). 
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Figure 6. The diagnosis result of the steering actuator 1 (Blue line: the diagnosis result; red dotted line: the original fault label). 
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Figure 7. Left rear wheel speed sensor signal (Blue line: sensor signal with no fault; red dotted line: sensor signal with a total loss fault). 
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Figure 8. Diagnosis output with a fault code 12, which corresponds to a total loss fault in the left rear wheel speed sensor at 30 s until the end. 
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Figure 9. Left rear wheel speed sensor signal (Blue line: sensor signal with no fault; red dotted line: sensor signal with a negative offset fault). 
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Figure 10. Yaw rate sensor signal (Blue line: sensor signal with no fault; red dotted line: sensor signal with a positive offset fault). 
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Figure 11. Diagnosis output with a fault code 20, which corresponds to a multi-fault of the left rear wheel speed sensor with a negative offset fault and the yaw rate sensor with a positive offset fault between the 15 to 20 s. 
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Figure 12. An example of the diagnosis results for six sensors: tie rod force sensor with a positive offset (19), steering wheel angle sensor with a negative offset (5), yaw rate sensor with a total loss (9), longitudinal acceleration with a positive offset (10), left wheel speed sensor with a negative offset (14), right wheel speed sensor with a negative offset (17) and steering wheel torque sensor with a total loss (3). 
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Figure 13. Sensor signal of tie rod force sensor, yaw rate sensor, and longitudinal acceleration (Solid line: Sensor signal with faults; dotted line: sensor signal without fault). 
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Figure 14. Torque of driving actuator left (Blue line: the actual steering torque with faults; red dotted line: the ideal driving torque with no-fault). 
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Figure 15. Torque of driving actuator right (blue line: the actual driving torque; red dotted line: the ideal driving torque). 
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Figure 16. The diagnosis result of the driving actuator left (Blue line: the actual diagnosis results, which presented six faulty states; red dotted line: the original fault label). 
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Figure 17. The diagnosis result of the driving actuator right (Blue line: the actual diagnosis results, which presented no fault of driving actuator right; red dotted line: the original fault label). 
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Figure 18. Proposed CNN model for diagnosis the fault causes of permanent magnet synchronous motor [24]. 
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Figure 19. An example of the result of fault diagnosis for PMSM, which has eight fault states (Blue line: the predicted label with CNN model, red line: the original fault label): non-fault (0), SSF in the inverter of the right motor (20), OSF in the inverter of the right motor (19), complete demagnetization of the rotor in the left motor (9), phase-to-phase short circuit in the right motor (21), phase-to-phase short circuit in the left motor (8), SSF in the inverter of the left motor (7), OSF in the inverter of the left motor (6). 
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Figure 20. The ratings of the five fault diagnostic techniques for distinct attributes range from 1 (worst) to 3 (best). 
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Table 1. Training parameters of subtractive clustering.
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	Range of Influence
	Squash Factor
	Accept Ratio
	Reject Ratio
	MF number
	RMSE





	0.5
	1.25
	0.5
	0.15
	7
	1.056



	0.3
	1.25
	0.5
	0.15
	15
	0.389



	0.2
	1.25
	0.5
	0.15
	23
	0.163



	0.1
	1.25
	0.5
	0.15
	24
	0.106



	0.1
	1.25
	0.5
	0.1
	26
	0.027
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Table 2. Evaluation of sixteen features of five fault diagnosis methods (”√” denotes an advantage of this approach in this characteristic, ”×” denotes a drawback of this approach in this feature, and ”-” sign denotes a combination of benefits and disadvantages in this aspect for this technique).
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	Traditional Binary Logic Fault Diagnosis
	Fuzzy Logic Fault Diagnosis
	Neuro-Fuzzy Fault Diagnosis
	Feedforward Neural Network Fault Diagnosis
	Convolutional Neural Network Fault Diagnosis





	Simple algorithm
	√
	×
	×
	×
	×



	Assess system abnormality
	√
	√
	√
	√
	√



	Identify fault type and severity
	×
	√
	√
	√
	√



	Traceability and interpretability
	√
	√
	-
	×
	×



	Model-building time consumption
	×
	×
	×
	√
	√



	Inference rule objectivity
	-
	×
	-
	√
	√



	Manage confusing fault messages
	×
	√
	√
	√
	√



	Various inferences
	×
	√
	√
	√
	√



	Experts needed
	√
	×
	×
	×
	×



	Auto-adjust model parameters
	×
	×
	√
	√
	√



	Requires numerous data
	√
	√
	×
	×
	×



	Needs particular computational resources
	√
	√
	×
	×
	×



	Handle non-linear fault conditions
	×
	-
	√
	√
	√



	Complex failure scenarios
	×
	√
	√
	√
	√



	Multivariate failure management
	×
	√
	√
	√
	√



	Situations needing a clear diagnosis inference
	√
	√
	-
	×
	×
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