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Abstract: Three-dimensional (3D) object detection has a vital effect on the environmental awareness
task of autonomous driving scenarios. At present, the accuracy of 3D object detection has significant
improvement potential. In addition, a 3D point cloud is not uniformly distributed on a regular
grid because of its disorder, dispersion, and sparseness. The strategy of the convolution neural
networks (CNNs) for 3D point cloud feature extraction has the limitations of potential information
loss and empty operation. Therefore, we propose a graph neural network (GNN) detector based on
neighbor feature alignment mechanism for 3D object detection in LiDAR point clouds. This method
exploits the structural information of graphs, and it aggregates the neighbor and edge features to
update the state of vertices during the iteration process. This method enables the reduction of the
offset error of the vertices, and ensures the invariance of the point cloud in the spatial domain. For
experiments performed on the KITTI public benchmark, the results demonstrate that the proposed
method achieves competitive experimental results.

Keywords: LIDAR; 3D object detection; point cloud; GNN

1. Introduction

Three-dimensional (3D) object detection has a vital effect on the environmental aware-
ness task of autonomous driving scenarios. It is a critical technology to identify and predict
potential dangers, which ensures the safety of vehicles and pedestrians on the driving road.
The purpose of 3D object detection is to discover important information about the object
in the driving scenario, such as 3D coordinates, length, width, height, and rotation angle
of the horizontal plane. At present, the accuracy of 3D object detection has significant
improvement potential. The existing methods utilize various data forms for 3D object
detection, which include monocular vision [1], stereo vision [2], RGB-D images [3], and
point clouds [4].

Compared with monocular and stereo vision methods with RGB images, the point
cloud has a more robust performance. Point cloud data enable the decoupling of objects and
backgrounds, which is more conducive to information mining. In particular, point clouds
could provide very accurate 3D coordinate information in foggy or night scenes, while,
with RGB images, it is difficult to determine coordinate positions by pixel information
in these scenes. A common information data format in autonomous driving scenarios is
the 3D point cloud obtained from LiDAR sensors, which assist autonomous vehicles in
obtaining accurate predictions. Therefore, this work utilizes the LiDAR point cloud as
input data for the study of 3D object detection.

Three-dimensional point cloud data are not uniformly distributed on a regular grid
because of their disorder, dispersion, and sparseness. The strategy of the regular grid
for 3D point cloud feature extraction has the limitations of potential information loss and
empty operation [4]. Therefore, the 3D point cloud is converted into a graph representation

Machines 2023, 11, 116. https://doi.org/10.3390/machines11010116 https://www.mdpi.com/journal/machines

https://doi.org/10.3390/machines11010116
https://doi.org/10.3390/machines11010116
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/machines
https://www.mdpi.com
https://orcid.org/0000-0002-6258-7527
https://doi.org/10.3390/machines11010116
https://www.mdpi.com/journal/machines
https://www.mdpi.com/article/10.3390/machines11010116?type=check_update&version=2


Machines 2023, 11, 116 2 of 18

for model training in this work. However, it may contain the problem that a non-fixed
number of neighbors and the feature information of edges are not used effectively when
processing with convolution operation in the graph representation structure. To address
the aforementioned limitations of convolutional neural networks in 3D point clouds, some
methods have transformed sparse point clouds into compactly shaped three-dimensional
representations by using voxelization [5,6], while others have performed 3D object detection
by directly processing point clouds [7,8].

However, the two mentioned methods remain computationally challenging. Therefore,
this work considers utilizing the graph neural network (GNN) [9] instead of the convolu-
tional neural network (CNN) [10] for 3D object detection. Multilayer Perceptrons (MLPs)
are used to handle some disordered property problems [11]. In addition, the amount of 3D
point cloud provided by LiDAR is comparatively heavy, which generates a large computa-
tional cost in model detection. To improve the processing speed of the model, voxelization
strategies are used in some methods to reduce the density of the point cloud [6]. However,
the voxelization strategy used in the above method requires sampling a fixed number of
points for each voxel, which results in extra capacity and computational cost. Moreover,
this method affects by the random drop operation, which might result in unstable detection
results in the model.

In summary, we propose a graph neural network framework based on neighbor
feature alignment mechanism for 3D object detection in LiDAR point clouds. The neighbor
feature represents the vertices in the graph that have a connection relationship with the
centroid. The proposed method retains the richer feature information of the point cloud by
constructing a graph. Considering that LiDAR point clouds have a large amount of data,
we propose a dynamic sparsification method for reducing the point cloud density. Secondly,
aiming to effectively utilize the vertex and edge feature information in the graph, we
propose a neighbor feature alignment mechanism for feature extraction. The experiments
on the public benchmark KITTI dataset demonstrate that the proposed method achieves a
competitive detection performance.

The main contributions of this paper are as follows:

(1) We propose a novel graph neural network framework based on neighbor feature
alignment mechanism for 3D object detection. This framework converts the input
point cloud into a graph and uses a graph neural network for feature extraction, which
implements the 3D object detection in LiDAR point clouds.

(2) A neighbor feature alignment mechanism is proposed. This method exploits the
structural information of graph, and it aggregates the neighbor and edge features
to update the state of vertices during the iteration process. This method enables the
reduction of the offset error of the vertices, and ensures the invariance of the point
cloud in the spatial domain.

(3) We conduct extensive experiments on the public benchmark KITTI dataset for au-
tonomous driving. The experiments demonstrate that the proposed method achieves
competitive experimental results.

2. Related Works

LiDAR is an indispensable sensor in unmanned systems, which could provide the
dense 3D point cloud for accurately representing the shape and location of the object in
3D space. Therefore, the environment perception algorithm based on LiDAR point cloud
has become an emphasis of current research in unmanned systems. The object detection
algorithms based on LiDAR point clouds can be categorized as multi-view-based methods,
voxel-based methods, point-based methods, and the combined point-voxel methods.

The voxel-based methods. VoxelNet [6] has quantified the point clouds into grid
data, which can automatically learn usable information from the point clouds in an end-
to-end process, being more efficient than the manual way of designing features. The
main problem of this method is that the intermediate layer adopted the 3D convolution,
which has excessive computation resulting in the operation speed not satisfying the real-
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time requirement. SECOND [12] adopted a sparse convolution strategy to avoid invalid
computation in the empty region, which improved the operation speed and reduced the
usage of the graphics memory at the same time. CIA-SSD [13] also adopted 3D sparse
convolution for feature extraction. The difference is that CIA-SSD took the mean value
of the points in the grid as the starting features, further reduced the computational effort
by continuously decreasing the spatial resolution, and finally stitched the features in the
Z-direction to obtain a 2D feature map. PIXOR [4] proposed a manual design to compress
the 3D Voxel to 2D Pixel. This method avoided the problem of excessive computation by
using 3D convolution, but the information in the height direction was lost, which resulted
in a decrease in detection accuracy. PointPillar [14] also adopted the method to quantize
the 3D point cloud into 2D grids. However, different from the PIXOR manual feature
design method, PointPillar directly stacked the points within each grid, then learned the
features by using a similar way to PointNet [7], and finally mapped the learned feature
vectors back onto the grid coordinates. Despite the excellent operating speed achieved,
the information of the individual voxel internal points is partially lost after voxelization,
decreasing accuracy.

The point-based methods. PointNet++ [8] adopted a clustering method to hierarchi-
cally extract neighbor-hood features and to gain the object candidates. This method is
relatively inefficient and also hard to perform the parallel acceleration. Therefore, the sub-
sequent work has gradually taken several aspects from the 2D object detection algorithm
to address the issues in PointNet++. PointRCNN [15] was first explored in this direction,
which combined the point cloud processing and 2D object detector Faster RCNN. This
method utilized a two-stage strategy, the first stage produced the bounding box scheme; in
addition, the second stage refined the specification of the 3D boxes. However, this method
is computationally intensive and inefficient. In addition, 3D-SSD [16] proposed a novel
clustering method that considers both the similarity of points in the geometric space and
feature space to find its neighborhood points, and used MLP to predict the category and
3D bounding box. With the above improvements, the operation speed of 3D-SSD could
achieve 25FPS. The representation by graph is also a method for unstructured point cloud
data. However, the graph neural network is relatively complex, and despite its rapid
development in recent years, there are only a few works on 3D object detection. Point-
GNN [17] is one of the more typical works. A graph model is built based on a predefined
distance threshold, then each vertex is updated to obtain information about neighboring
points, which is used to detect object classes and locations. This method demonstrated the
effectiveness of graph neural networks in 3D LiDAR point cloud object detection. RGN [18]
added a branch of direction vectors to improve the prediction accuracy of virtual centroids
and 3D candidate boxes.

The combined point-voxel methods. The voxel-based method has higher speed and
lower accuracy. The Point-based method has a slower speed but relatively higher accuracy.
To make the algorithm pursue the optimal balance between speed and accuracy, point-
voxel-based fusion methods are proposed. The basic idea is to utilize low-resolution
voxels to extract contextual features (such as PV-CNN [19]), generate object candidates ,
or both (such as PV-RCNN [20] and SA-SSD [21]).PV-RCNN [20] is a two-stage detection
method, which is a low operation speed affected by ROI Pooling. SIENet [22] employed
an additional branch that considers the voxel grid as an additional point to address the
relatively sparse point cloud of distant objects. Despite the performance improvement in
accuracy, the operation speed is similar to PV-RCNN. Voxel R-CNN [23] adopted the voxel
to feature extraction, which has a more compact structure.

The voxel-based methods greatly rely on the quantization parameters, which could
easily cause the problems of information loss or a large number of invalid operations.
Despite the current point-based methods being able to improve the limitations of voxel
quantization, the current time consumed in point cloud data construction is still high,
the main reason being that the point-based methods are more difficult for extracting the
neighborhood contextual features.



Machines 2023, 11, 116 4 of 18

Some recent methods obtain contextual information by introducing attention mecha-
nisms. MSA-Net [24] proposes the context channel refine block and the context spatial refine
block to extract the context in channel and spatial aspects, respectively. CSDA-Net [25]
obtained complete contextual information by using different squeeze operations. T-Net [26]
processed sparse correspondences in a permutation-equivariant way and captured both
global and channel-wise contextual information.

3. Proposed Method
3.1. Framework Overview

The framework of the proposed method is shown in Figure 1. This method adopts a
LiDAR point cloud as input, and mainly consists of a graph representation module, feature
extraction module, and prediction module.

Figure 1. Framework overview.

The graph module utilizes the mapping function to determine the number of grids and
points, which obtains the sparse point cloud with retaining enriched information. Then,
the vertex and edge features of the graph representation are constructed by searching the
neighbors with a fixed radius.

The feature extraction module achieves information transfer by sharing structural
features between vertices and edges. In the iteration process, to update the vertices and
reduce the offset error, the aggregated feature vectors are computed with the neighbor and
edge features. In addition, to avoid repeated grouping and sampling, the edge features of
each layer are reused for feature learning.

The prediction module calculates a weighted sum using the location and scale infor-
mation, which is used to correct the scores of the classification. Then, the bounding box
regression prediction is calculated by combining all overlapping bounding boxes of the
prediction object.
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3.2. The Point Cloud Processing Module

The LiDAR point cloud with a large number of points usually consists of tens of
thousands of points. Constructing a graph representation with all points as vertices intro-
duces a huge computational cost, which may lead to an unsatisfactory processing speed
in the model. Therefore, we propose to construct the graph with the point cloud after the
down-sampling process. It is worth noting that the voxelization here is only used to reduce
the density of the point cloud, and it is not used as a representation of the point cloud for
feature extraction.

Therefore, point clouds are sparsely processed in several research works. A common
method of point cloud down-sampling is structural voxelization. In this method, the
point pi is assigned to the corresponding voxel vj according to its spatial coordinates. The
down-sampling point cloud is achieved by sampling a fixed number of points in each voxel
grid, as shown in Equations (1) and (2):

Fv(pi) =

{
∅, pj is dropped
vj, otherwise

(1)

Fp(vj) =

{
∅, vj is dropped
{pj | ∀pj ∈ vj}, ∀j

(2)

where Fv(pi) denotes the mapping of the voxel vj where each point pi is located, and Fp(vj)
denotes the mapping of the set of points in the voxel vj.

In the structure voxelization method, if the number of assigned points in the voxel
grid exceeds the default value, the extra points are dropped. Otherwise, the remaining part
will be filled to zero. However, the LiDAR point cloud is a non-Euclidean structure, and
the distribution in the point cloud is random and disorderly. If the point cloud is processed
using structural voxelization, the critical information might be discarded with high density,
as well as adding ineffective space and computational cost with sparse density. Therefore,
balancing the density of points and detection accuracy in LiDAR point cloud detection has
significant investigative importance.

To address the mentioned limitations, we propose a dynamic sparsification method
for point cloud processing, as shown in Figure 2.

Figure 2. The dynamic sparsification-based point cloud processing. Firstly, we define the expression
of the voxel grid as vi ∈ Rn×C1 . Secondly, to ensure the invariance of the point cloud structure in
the spatial domain, the local voxel feature vloc ∈ Rn×C2 is obtained by mapping the voxel feature
vi ∈ Rn×C1 using MLP. This feature includes the number of voxel grids and the number of points
contained in the grid. Then, according to the number of points contained in the grid sort the voxel
grid, the binary mask D̂ is obtained. Finally, the local voxel feature expression vloc and the binary
mask D̂ are aggregated to obtain the global voxel feature vglobal ∈ Rn×C2 .

We define the point cloud as P = {p0, p1, · · · , pN}. Instead of sampling points to a
fixed voxel, we propose to preserve the entire mapping relationship between points and
voxels, as shown in Equations (3) and (4):

Fv(pi) = vj ∈ Rn×C1 (3)
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Fp(vj) = {pj | ∀pj ∈ vj} ∀j (4)

We analyze the random sampling method for reducing the density of the point cloud,
which will not ensure that the point cloud preserves the complete critical information.

Firstly, the constructed voxel feature vi ∈ Rn×C1 is mapped to the local voxel feature
vloc, which contains information about the number of dynamic voxel grids, as shown in
Equation (5):

vloc = MLP(vj) ∈ Rn×C2 (5)

Secondly, the local voxel feature vloc ∈ Rn×C2 is aggregated with the binary mask
D̂ ∈ Rn×C2 , and the global voxel feature vglobal is obtained for dynamic sparse point cloud
processing, as shown in Equation (6):

vglobal = Agg(vloc, D̂) ∈ Rn×C2 (6)

where Agg() denotes the function that aggregates the available feature information.
Finally, the global voxel feature vglobal ∈ Rn×C2 is embedded in Fp(vi) as shown in

Equations (7) and (8):
Fv(pi) = vglobal ∈ Rn×C2 (7)

Fp(vi) = {pj | ∀pj ∈ vglobal} ∀j (8)

This method eliminates the fixed memory requirements of downsampling operations,
and it does not randomly discard points and grids. It can solve the problem of loss of
critical information and null operations caused by sparsity and density imbalance in 3D
point clouds. The dynamic sparsification method enables dynamic and efficient resource
allocation to manage all points and voxels. The ability to generate a deterministic voxel
embedding assures more stable detection results with dynamic sparsification.

The point cloud structure only contains information about points, and there is no infor-
mation about the edges inherently. Therefore, when constructing the graph representation,
the definition of edge features needs to be added manually by using the vertex features in
the point cloud.

As shown in Figure 3, we are given a point cloud P = {p0, p1, · · · , pN} ∈ Rn×C, which
is used to construct a graph representation G(V, E). We create an edge E by taking pi as a
vertex V and connecting the point to the neighbor within its fixed radius r.

Figure 3. Construction strategy for edge features in the graph. Red indicates the vertex, and blue
indicates its neighbors.

We convert the graph representation to a fixed radius nearest neighbor search problem.
The runtime complexity O(cN) problem is efficiently solved by using a list of cells to find
pairs of points within a fixed distance, which contains the maximum number of neighbors
within the radius, as shown in Equation (9):

E = {(pi, pj) | ‖xj − xi‖2 < r} (9)
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3.3. The Feature Extraction Module

We introduce a graph neural network (GNN), which employs standard information
transfer to extract features from graph representations. GNNs can maintain the symmetry of
the graph information. The vertices are sorted in a different way, which can also guarantee
that the prediction results do not change. In the t-th iteration, we set the vertex feature
vector to be St and the edge feature vector to be Et.

FNRG [27] exploited the consistency of local neighborhood structures to deal with
outliers, which is effective for the outlier removal problem. The main reason is that the
correspondences preserve local neighborhood structures of feature points. The importance
of the neighbor feature structure is demonstrated.

The proposed neighbor feature alignment mechanism is introduced by the example
shown in Figure 4. We assume a connection relationship between the centroid s3 and
its neighbors (s1,s2 and s4) by denoting s as a vertex and e as an edge. In this case, e(2,3)
indicates that there is a connection between the centroid s3 and its neighbor s2. In this
example, we can observe the message passing and state updating process of the vertex.

Figure 4. GNN based on neighbor feature alignment mechanism in a single iteration.

The details of our proposed neighbor feature alignment mechanism are introduced
as follows.

The classical GNN feature extraction process is shown in Figure 5, where both func-
tions ht() and f t() are Multi-Layer Perceptron (MLP) functions. All vertex features share a
multilayer perceptron function, and all edge features share a multilayer perceptron function.
In the t+1-th iteration process, the feature vectors of both vertices and edges are updated,
and the structure of the graph will not change.

Figure 5. The classical GNN.

However, it can be noticed that there is a problem in the GNN model illustrated in
Figure 5, that is, the structural information of the graph is not used in the feature extraction.
Although GNN transforms the feature vectors of vertices and edges, there is no information
sharing between vertices and edges.

Firstly, we propose to share feature information between vertex and edge features by
encoding neighbors, as shown in Figure 6.
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Figure 6. The encoding neighbor method.

In the t+1-th iteration, the updated form of each vertex is as shown in Equation (10):

st+1
i = ht(st

i) = MLPt
h(s

t
i) (10)

GNN uses the feature of the vertex to compute the feature of the neighbor, which is
used to represent the iterative update process of edge features, as shown in Equation (11):

et+1
i = f t(xj − xi, st

i) = MLPt
f ([xj − xi, st

i ]) (11)

However, we use the GNN of Figure 6 for iteration, which can only achieve the
encoding of the local neighbor feature, and the original global structure might be lost.
Therefore, we propose to use the global structural features aggregated with the local
neighbor features in the iteration update process, as shown in Figure 7.

Figure 7. The feature aggregation method.

However, encoding by aggregating local and global information can ensure the infor-
mation sharing between vertex and edge features, allowing the structural features of the
graph to be maximally used. However, the input variables of the function f t() increase
when the vertices are shifted, which causes the relative coordinates of the local information
to change.

Motivated by the above, we propose a neighbor feature alignment mechanism, as
shown in Figure 8.

The GNN based on the neighbor feature alignment mechanism used the structural
information from the previous layer of iteration for aligning the relative coordinates, which
reduces the sensitivity of local information to the vertex feature offset.

Figure 8. The neighbor feature alignment mechanism.
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Firstly, we define the coordinate offset representation of the vertex feature as shown in
Equation (12):

∆st
i = ht(st

i) = MLPt
h(s

t
i) (12)

In the t+1-th iteration process, the edge features are updated by combining with the
coordinate offsets of the vertex features, the weighted sum of the local neighbor information,
and the global structure information, as shown in Equation (13):

et+1
i = f t(xj − xi + ∆st

i , st
j) = MLPt

f ([xj − xi + ∆st
i , st

j ]) (13)

The state of the vertex features is updated by aggregating the edge features and the
global structure information, as shown in Equation (14):

st+1
i = gt(ρ({ f t(xj − xi + ∆st

i , st
j) | (i, j) ∈ E}), st

i) (14)

where xi and xj denote the neighbor features, ∆st
i denotes the coordinate offset of the vertex,

and st
i denotes the state value of the vertex features from the t-th iteration. The function

f t() is used to compute the edge features between vertices, ρ() is used to aggregate the
edge features of each vertex, gt() updates the state values of the vertices by the aggregated
edge features, and ht() computes the offset using the center vertex state values from the
previous iteration. It is noted that the offset can be disabled in GNN here by setting ht() to
zero. Practically, the functions f t(), gt() and ht() are implemented using the MLP, and ρ()
is chosen to be the mean value.

In summary, the message passing and state updating process of our proposed GNN
based on the neighbor feature alignment mechanism is shown in Figure 9.

Figure 9. The message passing and state updating process of our method.

3.4. The Prediction Module

In the model prediction stage, we use the output vector of the last layer in the network
for prediction. The vertices are represented with feature vectors in the graph, so the network
shares a fully connected layer in all vertices, and the classification prediction results are
obtained by the Softmax function.

Loss Function

The classification loss is used to calculate the multiclass probability distribution for
each vertex. We denote the point cloud as {pc1, pc2, · · · , pcM}, where M denotes the total
number of object classes, including the background classes. In the point cloud-based 3D
object detection, then the corresponding object category is assigned to this vertex. If a
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vertex is located outside of any bounding box, it is classified as the background class. We
use the average cross-entropy to calculate the classification loss, as shown in Equation (15):

Lcls = −
1
N

N

∑
i=1

M

∑
j=1

[yi
cj log(1− pi

cj) + pi
cj log(1− yi

cj)] (15)

To calculate the location loss, firstly, the ground truth and the prediction bounding
box are parameterized respectively, as shown in Figure 10. We denote the ground truth and
prediction bounding box as shown in Equation (16):

cgt = (xgt, ygt, zgt, lgt, wgt, hgt, θgt)
cpre = (xpre, ypre, zpre, lpre, wpre, hpre, θpre)

(16)

where (xgt, ygt, zgt), and (xpre, ypre, zpre) denotes the center coordinate of ground truth and
prediction, respectively. lgt,wgt,hgt and lpre,wpre,hpre denotes the length, width, and height
of ground truth and prediction, respectively. θgt and θpre denote the orientation angle of
ground truth and prediction, respectively.

Figure 10. The parameterization of the bounding box.

Then, we transform the original coordinate cgt into the coordinate of GNN vertex ∆gt,
as shown in Equation (17):

∆xgt = (xgt−xgt
v )

dgt ∆ygt = (ygt−ygt
v )

dgt ∆zgt = (zgt−zgt
v )

dgt

∆lgt = log lgt

dgt ∆wgt = log wgt

dgt ∆hgt = log hgt

dgt

∆θgt = θgt dgt =
√
(lgt)2 + (wgt)2

(17)

Note that the prediction coordinate uses the same transform strategy.
In general, the Mean Absolute Error (MAE) and the Mean Square Error (MSE) are

used to calculate the location loss. However, the model using MAE as the loss function will
ignore the outliers, and the model using MSE as the loss function will be biased toward the
outliers. Therefore, we propose to calculate the difference between the ground truth and
the prediction bounding box with Huber loss[], which is more robust to outliers, as shown
in Equation (18):

Lδ(∆pre − ∆gt) =

{
(∆pre−∆gt)2

2 , i f | ∆pre − ∆gt |≤ δ

δ | ∆pre − ∆gt | − δ2

2 , otherwise
(18)
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Then, we calculate the average location loss for all vertices contained in the bounding
box, as shown in Equation (19):

Lloc =
1
N

N

∑
i=1

Iobj ∑
∆∈∆bi

Lδ∆pre − ∆gt (19)

where the vertex is located within the bounding box, Iobj is set to 1, and the loss between
the ground truth and the prediction bounding box is calculated. If the vertex is outside any
bounding box or it belongs to a category that does not need to be located, Iobj is set to 0.

Finally, the loss function in this paper is denoted as Equation (20):

L = αLcls + βLloc + γLreg (20)

where α,β, and γ denote the trade-off parameters, respectively. Lreg denotes L2 regulariza-
tion, for preventing over-fitting.

4. Experiments and Analysis

The car category has the highest percentage in the KITTI dataset, and we focus on the
car category for evaluation. The training set is used for model training, and the validation
set is used to evaluate the detection performance of the model.

We will analyze the performance of our method from different perspectives. Firstly,
the effectiveness of our method is verified by comparing it with advanced methods in 3D
object detection. Secondly, the performance of our method is analyzed by using different
iterations and activation functions. Finally, the importance of each module for improving
the detection performance is evaluated by a series of ablation studies.

4.1. Dataset and Experimental Details
4.1.1. Datasets

Our method is evaluated quantitatively and qualitatively on the KITTI Object Detec-
tion Benchmark [28]. The camera exposure time in the KITTI dataset is controlled by the
laser, which triggers the camera shutter when the laser is scanned into the view range of
the camera. Therefore, the experiments are conducted only using the view of the camera.
For model training and testing, the experiments use the LIDAR point cloud in the lateral
range of ±20 m and the distance of 30 m in front of the car.

There is no labeling data in the KITTI test set. Therefore, we have divided the 7481 train-
ing samples into training and validation sets, in which the training set contains 3712 sam-
ples, and the validation set contains 3769 samples.

4.1.2. Experimental Details

The experimental platform is NVIDIA RTX 3090, CUDA 11.1, Ubuntu 18.04, Python
3.6, and Tensorflow 1.18.1. We use the Tensorflow framework to construct the GNN model.
In the training stage, the input sample batch size is selected as 4. The GNN is trained
end-to-end, and the trade-off parameters of the loss function are set to α = 0.1, β = 10,
γ = 5 × 10−7, respectively . The optimizer uses Adam. The maximum number of input
edges for each vertex is limited to 256 in the training process, and all input edges are used
in the inference process.

We conduct experiments in three categories (car, pedestrian and cyclist) to verify the
performance of our method. Considering the large scale differences between the different
categories, for instance, the length of car is about 3–4 m, while the length of pedestrian
and rider is about 0.5–1 m and 1.5–2.0 m, respectively. Therefore, we adopt two different
experimental setups in the training stage. The specific details are as follows.

For the car category, the initial learning rate of 0.125 and the decay rate of 0.1 are
used in the training, and the number of training steps is set to 1,400,000 steps. The length,
height, and width of the median in the bounding box are set to 3.88 m, 1.5 m, and 1.63 m,
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respectively. The graph of the car category is constructed with r = 4 m. The dimensionality
of the input feature vectors of functions f t() and gt() is set to (300, 300).

For the pedestrian and cyclist categories, the initial learning rate of 0.32 and the decay
rate of 0.25 are used in the training, and the number of training steps is set to 1,000,000 steps.
The length, height, and width of the median in the bounding box of the pedestrian are set
to 0.9 m, 1.8 m, and 0.7 m, respectively. In addition, the length, height, and width of the
median in the bounding box of the cyclist are set to 1.8 m, 1.8 m, and 0.6 m, respectively.
The graph is constructed with r = 1.6 m. The dimensionality of the input feature vectors of
functions f t() and gt() is set to (256, 256).

4.2. Comparison with Other Advanced Methods

We evaluate three categories of car, pedestrian, and cyclist from the KITTI dataset.
The performance between our method and other advanced methods is compared in terms
of three detection difficulty cases, Easy, Moderate, and Hard, with 3D object detection
performance AP3D and 3D location performance APBEV as evaluation metrics.

As shown in Table 1, the results of our methods are compared with the other state-of-
the-art methods in the performance of 3D object detection (AP3D). We classify all methods
into voxel-based methods, point-based methods, and point and voxel fusion methods.
Some unpublished experimental results are indicated by “-”, and the best experimental
results for each are shown in the underlined.

Table 1. The performance of 3D object detection AP3D (%).

Method Modality Car Pedestrian Cyclist
Easy Moderate Hard Easy Moderate Hard Easy Moderate Hard

voxel-based methods
VoxelNet [6] LiDAR only 77.47 65.11 57.73 39.48 33.69 31.50 61.22 48.36 44.37
PointPillars [14] LiDAR only 79.05 74.99 68.30 52.08 43.53 41.49 75.78 59.07 52.92
CIA-SSD [13] LiDAR+Image 89.59 80.20 72.87 - - - - - -
Voxel-RCNN [23] LiDAR only 90.90 81.62 77.06 - - - - - -
SE-SSD [29] LiDAR only 91.49 85.54 77.15 - - - - - -
SMS-Net [30] LiDAR only 89.34 79.04 77.76 - - - - - -
MA-MFFC [31] LiDAR only 92.60 84.98 83.21 - - - - - -

point-voxel methods
F-PointNet [32] LiDAR+Image 81.02 70.39 62.19 51.21 44.89 40.23 71.96 56.77 50.39
PV-RCNN [20] LiDAR+Image 90.25 81.43 76.82 52.17 43.29 40.29 78.60 63.71 57.65
VIC-Net [33] LiDAR only 88.25 80.61 75.83 43.82 37.18 35.35 78.29 63.65 57.27
HVPR [34] LiDAR only 86.38 77.92 73.04 53.47 43.96 40.64 - - -

point-based methods
PointRCNN [15] LiDAR only 86.69 75.64 70.70 47.98 39.37 36.01 74.96 58.82 52.53
3DSSD [16] LiDAR only 88.36 79.57 74.55 54.64 44.27 40.23 82.48 64.10 56.90
Point-GNN [17] LiDAR only 88.33 79.47 72.29 51.92 43.77 40.14 78.60 63.48 57.08
IA-SSD [35] LiDAR only 88.34 80.13 75.04 46.51 39.03 35.60 78.35 61.94 55.70

Ours LiDAR only 90.63 80.26 74.02 51.43 43.84 40.42 77.36 60.83 57.39

We can observe from Table 1 that, for the car category, our method outperforms all
other point-based methods for easy and moderate detection and achieves 90.63% and
80.26%, which outperforms the second-best method +2.27% and +0.13%, respectively. For
the pedestrian category, our method outperforms all other point-based methods in difficult
detection by 40.42%, which outperforms the second-best method by +0.19%. In addition,
the detection performance of moderate, despite not reaching the best, is very close to
the state-of-the-art methods. For the cyclist category, our method outperforms all other
point-based methods in difficult detection performance by 57.39%, which outperforms the
next best method by 0.31%. Despite the pedestrian and cyclist categories, which do not
achieve the best results in moderate detection, both of them achieve the best in difficult
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detection. This indicates that our method can deal well with complex and variable road
conditions, and the detection performance is resistant to disturbance.

As shown in Table 2, the results of our method are compared with other advanced
methods in terms of 3D location performance (APBEV). The best experimental results of
each are shown in the underlined.

Table 2. The performance of 3D location performance APBEV (%).

Method Modality Car Pedestrian Cyclist
Easy Moderate Hard Easy Moderate Hard Easy Moderate Hard

AVOD [36] LiDAR+Image 88.53 83.79 77.90 58.75 51.05 47.54 68.06 57.48 50.77
F-PointNet [32] LiDAR+Image 88.70 84.00 75.33 58.09 50.22 47.20 75.38 61.96 54.68
PointPillars [14] LiDAR only 88.35 86.10 79.83 58.66 50.23 47.19 79.14 62.25 56.00
STD [37] LiDAR only 89.66 87.76 86.89 60.99 51.39 45.89 81.04 65.32 57.85
Point-GNN [17] LiDAR only 93.11 89.17 83.90 55.36 47.07 44.61 81.17 67.28 59.67
SMS-Net [30] LiDAR only 90.34 87.89 87.01 - - - - - -

Ours LiDAR only 96.07 90.79 89.01 58.99 56.01 51.30 81.72 62.53 58.75

We can observe that, for the car category, the 3D location performance achieves 96.9%
and 92.18% in easy and moderate, respectively, which outperforms the next best methods
+3.51% and +3.01%, respectively. For the pedestrian category, our method achieves 56.01%
and 51.30% in moderate and hard, respectively, which outperforms the next best methods
+4.62% and +3.49%, respectively. Despite our method not achieving the best result in easy
detection, it is very close to the performance of the best result. For the cyclist category,
our method achieves 81.72% in easy detection, which outperforms the next best methods
by +0.55%. We can find that the cyclist category is not as well detected as the car and
pedestrian categories, and one possible reason is the smaller sample of cyclists and the
insufficient vertex density that prevents a more accurate prediction, despite the detection
performance in the cyclist category not having the best result. However, our method is still
able to detect the cyclists well, as shown in Figure 11.

Figure 11. Qualitative results for cyclist and pedestrian categories on the KITTI dataset.

4.3. Ablation Study
4.3.1. The Ablation Study of Activation Function

One of the important properties of a neural network-based model is required to have
nonlinearity, which can prevent the model from being a deeply linear classifier. Therefore,
firstly, we analyze the effect of different activation functions on model performance. The
car category accounts for the highest percentage in the KITTI dataset, and in this section,
we focus on the performance evaluation in the car category detection. We use the 3D object
detection performance AP3D and 3D location performance APBEV as evaluation metrics,
and the best results for each are indicated in bold. The EXP.1-EXP.3 denotes the experiments
using ReLU, Leaky ReLU, and GELU as the activation layers of the model, respectively.
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The experimental results are shown in Table 3. We can observe that the EXP.3 achieves
90.79% and 80.26% detection results on APBEV and AP3D with moderate, respectively,
which is +5.16% and +2.93% improvement on EXP.1, and +2.42% and +4.22% improvement
on EXP.2, respectively. One possible reason is that the GELU activation function introduces
the idea of stochastic regularization, which can provide a better representation of the
neuronal input. Therefore, we use the GELU activation function in the activation layer.

Table 3. The ablation study for activation function on car category (%).

EXP. Activation APBEV AP3D
Easy Moderate Hard Easy Moderate Hard

1 ReLU 89.49 85.63 83.02 86.04 74.04 74.68
2 LeakyReLU 94.32 88.37 86.41 89.78 78.33 77.34
3 GELU 96.07 90.79 89.01 90.63 80.26 74.02

4.3.2. The Ablation Study for GNN Iteration

Varying the iteration number of the GNN can refine the state of the vertices in the
graph. In this section, we set the iteration number as 0, 1, and 2 to train the model,
respectively. T denotes the number of iterations. T = 0 indicates that one iteration is used,
and the initial vertex state is used to train the model directly. Moderate detection more
closely resembles the real road scenario, so we use the moderate of 3D object detection
performance AP3D and 3D location performance APBEV as the evaluation metric.

As shown in Table 4, we can observe that the model has the lowest accuracy at T = 0;
this is because the network only contains the state of the initial vertices, and the perceptual
field is not extended, which prevents the neighbor information from flowing in the edge
features of the graph. In the moderate detection results, T = 1 achieves 90.63% and 80.26%
for APBEV and AP3D, respectively, which represents +2.53% and +0.72% improvement
compared to T = 2. We can find that the detection performance has decreased with the
increase in model iterations, which is a possible reason that it is more difficult to train the
deep model.

Table 4. The ablation study for iteration number on car category (%).

Iteration APBEV AP3D
Easy Moderate Hard Easy Moderate Hard

0 90.08 79.92 75.64 85.10 74.28 70.68
1 96.07 90.79 89.01 90.63 80.26 74.02
2 95.70 88.26 86.76 89.85 79.54 72.59

4.3.3. The Ablation Study for the Proposed Module

In this section, we analyze the impact of the individual modules on the detection per-
formance. The ablation studies are conducted for the point cloud processing method, the
neighbors feature alignment method, and the positive correlation constrained method, re-
spectively. The effectiveness of the individual modules is verified on the public benchmark
KITTI dataset.

Point cloud processing. The experiments are performed with the same hyper-parameter
settings, and we only change the point cloud processing method. In this section, we use the
structural voxelization method [6], the dynamic voxelization method [38], and our dynamic
sparsification method for the experiments, respectively. The experiments are evaluated on
the KITTI dataset of the car category, which uses the inference time and AP3D as metrics.

As shown in Table 5, Ours w/SV, Ours w/DV, and Ours denote the point cloud process-
ing with the structural voxelization method, the dynamic voxelization method, and our
dynamic sparsification method, respectively. We can observe that Ours achieves 80.26%
AP3D in moderate detection, which represents a +3.86% improvement over Ours w/DV and
a +6.99% improvement over Ours w/SV.
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Table 5. The ablation study of point cloud processing method on car category (%).

Methods AP3D Time/msEasy Moderate Hard mAP

Ours w/SV 86.78 73.57 70.43 76.93 641
Ours w/DV 89.68 76.68 73.46 79.94 573
Ours 90.63 80.26 74.02 80.85 599

Moderate detection is generally assumed to be the closest to the real driving scenario.
The experimental results as shown in Table 5 illustrated that our method is more suitable
for the detection in the real driving scenario. In addition, our method achieves a significant
improvement in detection accuracy with the inference time close to the other methods.

Neighbors feature alignment mechanism. In this section, we conduct the ablation
study on the KITTI dataset car category, which validates the effectiveness of the neighbor
feature alignment mechanism. We use the 3D object detection performance AP3D as
evaluation metrics, and analyze the influence of the neighbor feature alignment method on
detection performance. The Ours w/o align denotes the GNN without the neighbor feature
alignment mechanism, and the Ours w/align denotes the GNN with the neighbor feature
alignment mechanism.

As shown in Table 6, we can observe that the method with neighbors feature alignment
(Ours w/align) achieves the best performance in all terms of AP3D. In the moderate, and
hard detection, the results achieve 90.53%, 80.26%, and 74.02%, respectively, which has
+4.95%, +1.82%, and +0.13% improvement compared to the method without neighbor
feature alignment (Ours w/o align). The experimental result demonstrates the effectiveness
of the neighbor feature alignment mechanism.

Table 6. The ablation study of neighbors feature alignment mechanism on car category (%).

Methods AP3D GainEasy Moderate Hard mAP

Ours w/o align 85.58 78.98 73.89 78.82 +0.0%
Ours w/align 90.53 80.26 74.02 81.60 ↑ 2.78%

4.4. Qualitative Results and Analysis

This section shows the detection results of our method on RGB images and 3D point
clouds, respectively. Our method only uses point cloud data for model training, therefore,
the predicted 3D bounding box results are projected to RGB images for visualization.

As shown in Figure 12, the visualization results of 3D object detection for the car
(green), the pedestrian (blue), and the cyclist (yellow) are visualized (point cloud and RGB
images) in the KITTI dataset, and the effectiveness of our method is analyzed by qualitative
analysis. In particular, row 1 is the visualization results of RGB images, and row 2 is the
visualization results of 3D point cloud. It is demonstrated that our method can address the
complex and variable road scenario, which is more resistant to interference and is satisfied
with the detection requirements of the real road scenario.
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Figure 12. The qualitative results on the KITTI dataset.

5. Conclusions

In this work, we have proposed a graph neural network detector based on neighbor
feature alignment mechanism for 3D object detection. This method used 3D point clouds
as input with an end-to-end detection framework, which mainly includes point cloud
processing, feature extraction, and prediction module. Firstly, we have proposed a dynamic
sparsification method to downsample the LiDAR point cloud, which ensures that the
critical information of the point cloud is not lost. Secondly, we have proposed a neighbors
feature alignment mechanism, which utilizes the structural information of the previous
layer to align the relative coordinates, which reduces the sensitivity of neighbors to vertex
offset. Finally, the experiments on the public benchmark have demonstrated that our
method has been significantly improved.

At present, there is no unified interface API for most 3D object detection datasets.
The data formats, coordinate definitions, acquisition methods, and evaluation metrics are
very dissimilar between the common datasets. Therefore, our current work is only for the
particular use case of KITTI dataset. In our subsequent research work, in the subsequent
work, we will try to extend this method to a general 3D object detection framework.
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