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Abstract: Deep reinforcement learning (Deep RL) algorithms are defined with fully continuous or
discrete action spaces. Among DRL algorithms, soft actor–critic (SAC) is a powerful method capable
of handling complex and continuous state–action spaces. However, a long training time and data
efficiency are the main drawbacks of this algorithm, even though SAC is robust for complex and
dynamic environments. One of the proposed solutions to overcome this issue is to utilize human
feedback. In this paper, we investigate different forms of human feedback: head direction vs. steering
and discrete vs. continuous feedback. To this end, a real-time human demonstration from steer and
human head direction with discrete or continuous actions were employed as human feedback in an
autonomous driving task in the CARLA simulator. We used alternating actions from a human expert
and SAC to have a real-time human demonstration. Furthermore, to test the method without potential
individual differences in human performance, we tested the discrete vs. continuous feedback in an
inverted pendulum task, with an ideal controller to stand in for the human expert. The results for
both the CARLA and the inverted pendulum tasks showed a significant reduction in the training
time and a significant increase in gained rewards with discrete feedback, as opposed to continuous
feedback, while the action space remained continuous. It was also shown that head direction feedback
can be almost as good as steering feedback. We expect our findings to provide a simple yet efficient
training method for Deep RL for autonomous driving, utilizing multiple sources of human feedback.

Keywords: deep reinforcement learning; soft actor–critic; continuous actions; discrete action feedback;
learning from demonstrations; learning from interventions; autonomous driving; inverted pendulum

1. Introduction

Deep reinforcement learning (Deep RL) algorithms use either discrete or continuous
state–action spaces. Although continuous state–action spaces are suitable for complex
and dynamic environments [1,2], they do involve some downsides [3,4], such as a long
training time [5–7] a high amount of complexity [8,9], and sample inefficiency [10]. One
of the proposed solutions to overcome these issues is to combine deep RL algorithms
with learning from demonstration (LfD) [11–15]. The major challenges of LfD are sample
complexity and learning efficiency [16,17]. In LfD, human experts should put lots of effort
before the training time of the RL algorithm and cover all possible steps in the environment
that are impossible in a continuous space [18–20]. Therefore, it needs a large number of
data samples, and sometimes the excessive reliance on optimal actions may cause policy
divergence [5,21,22].

Learning from intervention (LfI) is a method that requires fewer data samples from
the human expert. It is an online method where a human expert would intervene when the
agent makes a mistake during task performance [5]. In the LfI method, the human expert’s
reaction is introduced with a non-negligible delay, and it acts as a blocker for the policy
after claiming control over the environment [23]. LfI methods can lead to a safer training
time, but due to less exploration, they are slower to converge [24]. In addition, having
frequent supervision from the human expert may cause policy confusion, and it can result
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in unstable behavior [16]. Therefore, in our proposed work, the actions executed in the
environment alternate between those from the human and the policy, just for a specified
number of steps. In this way, the human expert can intervene 50% of the time only during
a few initial steps, improving sample efficiency and performance.

The soft actor–critic (SAC) is a powerful method capable of handling complex and
continuous action spaces [25]. It is more sample efficient and robust to brittleness in
convergence than other Deep RL algorithms. Although SAC is an efficient algorithm, it still
has the limitation of long training times due to the high complexity of its continuous action
space, which makes its application challenging to autonomous driving. On the other hand,
discretizing an RL algorithm might provide a shorter training time. However, discretizing
a complex environment might cause information loss [26–28]. To address these issues, we
investigated whether different human feedback can solve these issues and which type of
human feedback can reduce the training time of the SAC algorithm.

First, we considered whether the human head direction, as well as steering, can be
regarded as a reliable feedback in autonomous driving environments, inspired by the fact
that when a driver faces a curve, they receive rotational and acceleration stimulation and
turn the head to the curve direction [29,30]. Therefore, the human head direction may
be closely related to the direction of the road curve [30,31]. We then tested the effect of
discrete vs. continuous human feedback, while the action space remained continuous.
Putting these together, we collected the human head direction feedback as either discrete or
continuous signals and combined each with the stable baseline SAC algorithm that operates
in a continuous action space. This experiment was performed with the lane-keeping task
in the CARLA simulator. Surprisingly, we found that a discrete human head direction
gives a better result than its continuous counterpart. We further investigated whether
other human feedback, such as steering in continuous and discrete spaces, can cause the
same effect in the SAC algorithm for the same task. Here, we observed the same effect,
i.e., discrete feedback is more effective than continuous. Furthermore, we found that the
human head direction is almost as good as steering feedback. Finally, the approach was
tested in the inverted pendulum (OpenAI Gym) environment with an ideal controller to
stand in as a human expert, which removes any human individual differences as a factor
affecting our results above. We observed the same outcome: discrete feedback is better
than continuous feedback.

In this work, we reduced the training time of the SAC algorithm by using discrete
actions from the human expert without actually discretizing the action space of the SAC
algorithm. The results showed that discrete human feedback in a continuous Deep RL
action space such as SAC demonstrates the best impact compared to other investigations
and could significantly accelerate the training of this complex algorithm.

2. Related Works

As compared to other works, our contribution is summarized in Table 1. As rep-
resented in this table, human demonstration and Deep RL algorithm action space were
always matched (that is, discrete vs. continuous). However, in our work, we tested whether
a mismatched type of human feedback in a complex continuous action space could be
more beneficial than the matching type and whether the human head direction could be
potentially used as reliable feedback in autonomous driving applications.
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Table 1. Our contribution compared to existing research.

Approaches
Method Human Feedback

Algorithm Discrete Continuous Discrete Continuous Type

[32] SAC - X - X Steer

[16] TD3 - X - X Steer

[33] DNN - X - X Steer

[34] DDPG - X - X Steer

[3] DQfD - X - X Steer

[26] DDPG - X - X Steer

[35] NN - - - X Gaze

[36] NN - - - - Eye tracking,
heart rate,

physiological data

[37] DQN&DRQN X - X - Steer

Ours (matching) SAC - X - X Steer
Ours (matching) SAC - X - X Head

Ours (mismatching) SAC - X X - Steer
Ours (mismatching) SAC - X X - Head

3. Background
Soft Actor–Critic

A Markov decision process (MDP) [38] is specified as (A, S, p, r, γ). The action space A
and state space S were defined to be continuous. The state-transition probability p is the
probability of moving from the current state st with action at to the next state st+1. The
reward function is denoted by r and γ is a discount factor in the range of (0, 1).

The soft actor–critic (SAC) algorithm [25] is an off-policy algorithm with a continuous
state–action space that optimizes a stochastic policy. The objective of the policy is to
maximize the trade-off between entropy and the sum of accumulated rewards [25]. Utilizing
entropy regularization is the main difference or advantage of SAC compared to other RL
algorithms.

The sum of the accumulated rewards is calculated by ∑t E(st ,at)∼ρπ
[r(st, at)] where ρπ

is the state marginals of the trajectory distribution enforced by a policy π(at|st). In addition
to accumulated rewards, the SAC policy is seeking to maximize the entropy in each visited
state [25]:

π∗ = argmaxπ ∑
t
E(st ,at)∼ρπ

[r(st, at) + αH(π(.|st))] (1)

where H is the entropy term and α > 0 is the temperature parameter that specified the
relative significance of the reward against the entropy to administrate the stochasticity of
the optimal policy.

Although, by principle, it is not required to have a distinct Q and V function (since the
policy function relates them), there exist three separate functions in SAC because it helps
the convergence [25]. These functions can be calculated as follows:
(1) A state-value network V is parameterized by ψ and approximates the soft value function.
This network is trained by minimizing the squared residual error:

Jv(ψ) = Est∼D[
1
2
(Vψ(st)−Eat∼πφ [Qθ(st, at)−

log πφ(at|st)])
2]

(2)

The aim of the soft value function is to reduce the squared residual difference between
the predicted value network and the expected predicted Q-function added to the entropy
of the policy π that is computed by a negative log. The parameters of Equation (2) were
updated by computing the gradient as below:

∇̂ψ JV(ψ) = ∇ψVψ(st)(Vψ(st)−Qθ(st, at) + logπφ(at|st)) (3)
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(2) The soft Q-network parameterized by θ and was trained by minimizing the soft Bellman
residual error:

JQ(θ) = E(st ,at)∼D

[
1
2
(Qθ(st, at)− Q̂(st, at))

2
]

(4)

where

Q̂(st, at) = r(st, at)γEst+1∼ρ[V−ψ (st+1)] (5)

and ψ̄ is the parameter of the target value function Vψ̄ that exponentially moves the mean of
value network weights and can make the training more stable [39]. The aim of Equation (4)
is to minimize the squared error for all of the state–action pairs from the replay buffer by
getting the difference between the predicted Q-function and the current reward added to
the discounted expected value of the next step. Again, the optimization of the parameters
was computed by stochastic gradients:

∇̂θ JQ(θ) = ∇θQθ(at, st)(Qθ(at, st)− r(st, at)− γVψ̄(st+1)) (6)

(3) The last function is policy function π parameterized by φ that is trained by minimizing
the expected KL divergence [25]:

Jπ(φ) = Est∼D

[
DKL

(
πφ(.|st)

∣∣∣∣∣∣∣∣exp(Qθ(st, .))
Zθ(st)

)]
(7)

The objective here is to make the policy distribution bear a greater resemblance to
the Q function exponentiation distribution normalized by function Z. There are several
solutions to minimize this objective in which the likelihood ratio gradient estimator was
applied. However, this method does not have a backpropagation, and the target density
is a neural network (Q-function). Therefore, a differentiable policy sampling process was
utilized and called the reparameterization trick by authors [25].

at = fφ(εt; st) (8)

The notation Z is omitted because it does not have any dependency on φ, and that
epsilon (εt) is a noise vector polled from a spherical Gaussian distribution. Based on this
equation, the objective function can be rewritten as follows:

Jπ(φ) = Est∼D,εt∼N [logπφ( fφ(εt; st)|st)−
Qθ(st, fφ(εt; st))]

(9)

The approximated gradient of this objective is as follows:

∇̂φ Jπ(φ) = ∇φlogπφ(at|st) + (∇at logπφ(at|st)−
∇at Q(st, at))∇φ fφ(εt; st))

(10)

4. Method

In our previous work, we proposed an online learning method that is a combination
of LFD, LFI, imperfect human demonstration, and SAC [22], where we utilized the human
expert feedback to enhance the original algorithm. Note that the “human expert” in our
case is simply an average human driver. They are only an expert from the perspective of
the learning agent. By this combination, we could significantly reduce the human expert’s
effort. The action selection in this work was inspired by our earlier method. In this work, the
human expert is not collecting data before the RL training time. Instead, during the training
time of the RL algorithm, human actions are collected and fed back to the environment and
into the replay buffer. We used the SAC reply buffer for both human data and SAC policy
actions. Figure 1 shows our procedure for getting real-time human expert demonstration
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actions. The human expert and policy perform actions in an alternating fashion in the
environment to prevent having frequent supervision by the human expert and eliminate
the delay in human reaction. Therefore, actions at were generated from the human expert
for even states and from the policy for odd states. By performing human action at for even
state st, the related reward rt was collected, and the next state st+1 observed. Thus, the
human expert generated the transition τ(s, a, r, s’) for even states and stored it in the replay
buffer of SAC along with transactions of the SAC algorithm. In this method, the human
expert is not gathering any data before the training time of the SAC algorithm. We do not
have any reward sketching period, the evaluation step is removed, and the human is not
blocking the policy by too many intervention actions. Instead, if the policy performs a bad
action at in state st, in the next step (st+1), the human would generate action at+1 to correct
the mistake of the policy as much as possible.

Figure 1. Schematic illustration of our procedure for obtaining human expert demonstration actions.

As mentioned before, one of the aims of this approach is to investigate which type of
human feedback (continuous and discrete) can accelerate the training time of a continuous
RL algorithm such as SAC. Therefore, we examined the human discrete and continuous
feedback with human head direction and steering. For human steer feedback, a Drive Force
Steer and a Wii Remote Controller were utilized for collecting the human steering and head
direction, respectively. In each of the scenarios, human feedback was merged with SAC
actions for approximately 5000 steps (almost 20 episodes); then, the human feedback was
cut from the experiment, and the normal process of the SAC algorithm was started.

5. Task 1: Autonomous Driving in CARLA
5.1. Experiment

We tested our approach in the driving task of lane-keeping in the CARLA simulator [40].
The CARLA simulator is a reliable simulator for the development, training, testing, and
validation of autonomous driving methods in a safe simulated environment. It is an open
source simulator that provides a flexible environment for different driving conditions such
as urban layouts, buildings, vehicles, and pedestrians.

The CARLA environment and its top–down view of the road are shown in Figure 2a,b,
respectively. In each episode, the car was spawned at a random location on the road. Since
defining each RL work’s Markov decision process (MDP) is necessary [41], our work’s
MDP transition is defined below.
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Figure 2. (a) CARLA simulator environment; and (b) a top–down view of the map.

Action space: regarding the SAC algorithm, in our work, a continuous action space
from [−1, 1] was defined for steer and from [0, 1] for throttle. We had the same range for
continuous and discrete human steer and head direction feedback. We discretized [−1, 1]
with 50 equal-sized bins for discrete human steer feedback. Head direction was detected
with a Wii remote controller that only generates discrete actions. For continuous human
head direction feedback, a noise in the range of bin distance was added to each action.
In addition, a speed of 0.2 was added to each generated action from the policy for the
acceleration to prevent any extra loading beyond keeping in the lane.

Reward function: The reward function f (x) (Equation (11)) for keeping with the
lane for both human feedback and policy actions were calculated by dividing the car
speed cst over the maximum possible acceleration acct minus the minimum possible
acceleration [22,42]. This reward function resulted in almost 1.1 in rewards for every single
step. In addition, when the car is off the road, a penalty of −100 was given, and the episode
was terminated.

f (x) =

rt =
cst

max(acct)−min(acct)
∼ 1.1, on the road

−100, off the road
(11)

State space: The car’s front camera took an RGB image for each of the steps in the
CARLA simulator. The image was pre-processed within an auto-encoder [42] to eliminate
unwanted environmental features, and the encoded image was utilized as the state Ot in
this work.

5.2. Results
5.2.1. Results: Continuous Steer Feedback from Human and SAC Algorithm

As discussed previously, one of the experiments combines human continuous steer
feedback with the SAC algorithm to discover which type of human feedback can accelerate
the training time of a continuous Deep RL algorithm. Figure 3 shows a comparison between
the average rewards of episodes for the baseline SAC algorithm (blue line) and continuous
human steer feedback used by the SAC algorithm (orange line). The transparent areas in
blue and orange color represent the standard deviation of the baseline SAC and our method
averaged over ten samples, respectively. The y axis represents the average of rewards over
ten randomly selected samples, and the x axis shows the number of episodes. The SAC
baseline, on average, could obtain approximately 501.1 in reward over 90 episodes. This
number increased to 691.1, when utilizing just 5000 steps (about 20 episodes) of continuous
steer feedback from the human expert. The continuous feedback method shows a 37.9%
improvement over the baseline SAC algorithm.
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Figure 3. A comparison of baseline SAC with the proposed method engaged with human continuous
feedback from steer averaged over 10 samples.

5.2.2. Results: Discrete Steer Feedback from Human and SAC Algorithm

In the second case, discrete human expert feedback by steering was combined with
the SAC algorithm. Humans’ and SAC actions were employed in the environment in
an alternating fashion for approximately 20 episodes (5000 steps). Interestingly, discrete
actions from the human expert further reduced the training time of the SAC algorithm and
facilitated convergence. Figure 4 shows the average rewards of episodes for ten randomly
selected samples for discrete human steer feedback. The blue and orange lines show the
average reward gained by SAC and the combination of SAC and discrete steer human
feedback, respectively. The average rewards of the baseline SAC algorithm (501.1) were
compared with the proposed method (958.1), resulting in a significant (91.1%) improvement
in rewards by combining discrete human feedback with SAC. This is a further improvement
on the results using continuous human steering feedback, where the improvement in the
baseline was only 37.9% (see results above).

Figure 4. A comparison of baseline SAC with the proposed method engaged with discrete human
feedback from steer averaged over 10 samples.
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5.2.3. Results: Continuous Human Head Direction Feedback and SAC Algorithm

In order to test whether other forms of human feedback (other than steering) can
also improve the baseline SAC, we used human head direction feedback. When the
driver decides to turn in a direction in real-world driving, the head turns before the
hand. In addition, the human head direction is matched with the curve direction of the
road [29,30]. This fact was used to determine whether the human head direction can make
the SAC algorithm converge faster. The result of combining human expert head direction
(continuous feedback) with SAC is shown in Figure 5. The rewards gained by this method
were 553.0, which shows just a 10.3% improvement. Therefore, combining continuous
human head direction with SAC only gives a slight edge over the baseline SAC.

Figure 5. A comparison of baseline SAC with a proposed method engaged with human continuous
feedback from the head averaged over 10 samples.

5.2.4. Results: Discrete Human Head Direction Feedback and SAC Algorithm

Figure 6 shows the result of discrete human head direction combined with the SAC
algorithm. By employing discrete human feedback from the head direction, a considerable
improvement of 62.9% was obtained (816.4 in rewards on average in total) compared to the
baseline SAC algorithm.

Figure 6. A comparison of the baseline SAC with the proposed method using discrete human
feedback from head averaged over 10 samples.
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5.3. Results: Behavior

The following presents a sample test case of car behavior on the track during the
training time with the baseline SAC and our proposed methods. Figure 7 shows the 50 first
episodes of one of the sample studies of the SAC algorithm in the environment. As it is
clear from this figure, the car is veering off the road and even could not finish half of the
road by the first 50 episodes during the training time of the baseline SAC algorithm. In this
sample test case, the first full lap of the track was completed after 70 episodes. All of the
episodes were not shown to prevent representing a busy and overcrowded figure with too
many repeated actions over each other.

Figure 7. Baseline SAC: the car’s trajectory on the roadway for the first 50 episodes of training by the
SAC algorithm. Two zoomed-in overlays show details of some busy parts on the road.

By combining the baseline SAC with continuous human steer feedback, the agent
could complete a lap (a full trip around the track) by the 48th episode (Figure 8). The
human expert trained the agent for the first 19 episodes, and after that, the SAC could
complete the lap within 29 episodes, which shows an appropriate improvement over the
SAC algorithm.

Figure 8. SAC + Continuous Steering Feedback: the car’s trajectory on the roadway after pre-training
the SAC by 5000 steps of continuous human steer feedback. Four zoomed-in overlays show details of
some busy parts of the road.
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Figure 9 shows one test case of the training with discrete human steer feedback that
shows a significant improvement. The human expert trained the agent for 5000 timesteps
(the first 18 episodes). After these 18 episodes, the agent could complete the lap by the 28th
episode, which means that the SAC explores the environment just for ten episodes after
human training time.

Figure 9. SAC + Discrete Steering Feedback: the car’s trajectory on the roadway after pre-training
the SAC by 5000 steps of discrete human steer feedback. Four zoomed-in overlays show the details
of some busy parts of the road.

Figure 10 shows episodes 19–49 of the car trajectory. During the first 18 episodes,
the human expert trained the agent with continuous human head direction. As the figure
shows, in this example, the car could complete the lap after episode 49 when trained with
continuous human head direction.

Figure 10. SAC + Continuous Head Direction Feedback: the car’s trajectory on the roadway after
pre-training the SAC by 5000 steps of continuous human head direction feedback. Three zoomed-in
overlays show details of some busy parts of the road.
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Figure 11 shows the first 43 episodes of training by discrete human head direction.
The human expert trained the agent for 20 episodes and the car could complete the road
after 43 episodes.

Figure 11. SAC + Discrete Head Direction Feedback: the car’s trajectory on the roadway after pre-
training the SAC by 5000 steps of discrete human head direction feedback. Three zoomed-in overlays
show the details of some busy parts of the road.

6. Task 2: Inverted Pendulum
6.1. Experiment

Humans have variability in their performance and their actions in the environment. In
this section, an exact algorithmic expert (an oracle) was used instead of a human expert in
the Inverted Pendulum-v2 environment to show the effectiveness of our algorithm under
no human variability. Inverted Pendulum-v2 is one of the MuJoCo [43] environments in
the OpenAI gym.

6.2. Result

Figure 12 shows the result of combining discrete (green line) and continuous (red
line) actions from an algorithmic expert with the SAC algorithm vs. SAC algorithm alone
(blue line) in an Inverted Pendulum environment. Continuous actions were converted to
discrete by 50 equal-sized bins. The x axis represents the number of episodes, and the y
axis represents the number of rewards averaged over ten randomly selected samples. The
transparent areas around each line are the standard deviations over the ten samples.
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Figure 12. SAC, continuous algorithmic expert feedback, and discrete algorithmic expert feedback
examined in openAI gym Inverted Pendulum averaged over 10 samples.

As it is clear from this figure, continuous algorithmic expert feedback improved
the performance of the baseline SAC algorithm. The combination of SAC and continuous
algorithmic expert earned 1360.1 in rewards which showed a 43.6% improvement compared
to the baseline SAC algorithm (earned 946.9 in rewards). On the other hand, the discrete
algorithmic expert actions combined with the SAC algorithm could further improve the
performance and increase the earned rewards to 1656, which means a 74.9% improvement.

7. Summary of Results

Table 2 summarizes the experimental results for both the autonomous driving task
and the Inverted Pendulum task. This table clearly shows that the discrete expert feedback
in both the CARLA and the Pendulum environments is better than continuous feedback.

Table 2. Improvement over the baseline SAC by continuous and discrete human expert feedback in
the CARLA environment and algorithmic expert feedback in the Pendulum environment.

Type CARLA: Steer CARLA: Head Pendulum

Continuous 37.9% 10.3% 43.6%

Discrete 91.1% 62.9% 74.9%

8. Discussion
Contribution

In this work, we investigated which type of human feedback (discrete vs. continuous)
can accelerate the training time of the SAC algorithm and if human head feedback can
be used as well as steering for autonomous driving applications. In our experiment, the
human expert and policy alternately generate actions in the environment for 5000 steps.
We know that frequent supervision by the human expert may cause divergence and over-
fitting [44]. In addition, to prevent blocking policy for generating actions by the human
expert and to eliminate the delay time of human reaction, like the LfI method, the human-
and policy-based actions were performed in an alternating fashion in the environment. We
compared the six following conditions with this method in the CARLA and the inverted
pendulum environment:

• Continuous human steer feedback;
• Discrete human steer feedback;
• Continuous human head direction feedback;
• Discrete human head direction feedback;
• Continuous algorithmic expert feedback;
• Discrete algorithmic expert feedback.
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We found that the head direction feedback was almost as effective as the steering
feedback, and in general, discrete feedback was better than continuous feedback, regardless
of the feedback modality, even when the action space remained continuous.

In summary, the advantages of this work are as follows:

• When a driver faces a curve, they receive the rotational and acceleration stimulation
and control the head to the curve direction [29,30]. Therefore, the human head direc-
tion is closely related to the direction of the road curve [30,31]. We used human head
direction to train the policy without any effort from the human during training.

• This method significantly improved the data efficiency. Therefore, the human expert
is not gathering any data samples before the SAC training time, and human effort for
training SAC was significantly reduced (5000 steps of human training) compared to
other human demonstration methods such as LfD.

• Discrete action–space has a faster training time but is unsuitable for covering all the
aspects of a complex environment. In this work, we took advantage of discrete actions
to tune the policy faster without changing the action–space of the SAC algorithm to
discrete.

• In a LfI method, when the agent performs any mistake in the environment, the human
expert intervenes to correct the fault action. Therefore, there exists a non-neglected
delay from humans to take control over the policy. This delay was removed in our
method since the human and policy alternately generated actions to take control over
the policy.

• The training time was significantly reduced, especially when the feedback was discrete.

9. Conclusions

The main contribution of this work is in the investigation of different types of hu-
man intervention and feedback effects in combination with the SAC algorithm to make
reinforcement learning safer and faster during the training time. The results show that
the head direction is almost as reliable as the steering feedback and the discrete feedback
performs better than continuous feedback even when action space is continuous. In order,
discrete steer human feedback with 91.1% improvement over baseline SAC was the best
result, then human discrete head direction feedback with 62.9%, continuous steer human
feedback was second with 37.9%, and finally, human continuous head direction feedback
with 10.3% had the lowest amount of improvement for the SAC algorithm. This shows that
we can take advantage of discrete action feedback to accelerate the training time of the SAC
algorithm while keeping the action space itself continuous. Furthermore, we found that
human head direction can also serve as a reliable source of human feedback. In future work,
we will combine the discrete human head and steer feedback to determine whether the
combination of them can further reduce the training time of the SAC algorithm. Another
interesting idea in this area is to find the optimum ratio of actions by the human expert vs.
the policy in the environment and the optimal discrete bars for human feedback. Finally,
we will investigate whether defining the reward function through IRL can accelerate the
SAC algorithm’s training time compared to the current reward function. In sum, we expect
the proposed method in this work to make deep reinforcement learning algorithms more
robust in challenging environments such as autonomous driving.
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