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Abstract

:

In the present study, a 3D finite element (FE) model for machining AISI-52100 steel was proposed, with respect to three levels of cutting speed (100 m/min, 150 m/min and 200 m/min), feed (0.08 mm/rev, 0.11 mm/rev and 0.14 mm/rev), depth of cut (0.20 mm, 0.30 mm and 0.40 mm) and tool nose radius (0.80 mm, 1.20 mm and 1.60 mm). Nine simulation tests were performed according to cutting conditions that were used in experimental studies, in order to verify the accuracy of the model. Next, the FE model was utilized to carry out thirty new simulation runs, with cutting conditions derived from the implementation of the central composite design (CCD). Additionally, a mathematical model was established for prediction purposes, whereas the relationship between the applied cutting parameters and their influence on the resultant cutting force was investigated with the aid of statistical methodologies such as the response surface methodology (RSM) and the analysis of variance (ANOVA). The comparison between the numerical and the statistical model revealed an increased level of correlation, superseding 90% in many tests. Specifically, the relative error varied between −7.9% and 11.3%. Lastly, an optimization process was performed to find the optimal cutting conditions for minimizing the resultant machining force, as per the standardized tool nose radius value.
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1. Introduction


Machinability of hardened materials, and especially of hardened steels, is an aspect that is widely studied, since these materials are repeatedly used by the manufacturing industry to produce standardized machine elements such as bearings. Thus, the availability of established models for the machining of such materials in a broad range of cutting conditions is crucial. Use of finite element (FE) models is one way to achieve this goal. Despite the fact that FE modelling can be time-consuming, even with the use of modern computers, it is a method that provides multiple benefits to the researcher such as visualization of the experimental process, good approximation of complex problems, adaptability and the ability to yield multiple output data [1].



Early studies on machining with the aid of the finite element method (FEM) was carried out by Klocke et al. [2], who investigated 2D orthogonal high speed cutting of AISI-1045 steel. Huang and Liang [3] established a 2D FE model for modelling cutting forces during hard turning of AISI-52100 steel, considering tool wear also. More recently, Yaich et al. [4] studied the effects of the constitutive coefficients on FE models of Ti6Al4V 2D orthogonal cutting. Yameogo et al. [5] employed FEM in two dimensions to predict cutting forces and chip morphology when machining Ti6Al4V. Similar studies are available for aluminum alloys as well. Seshadri et al. [6] developed a 2D FE model for the orthogonal cutting of Al2024-T351 alloy. Zhou et al. [7] performed 2D simulations to optimize the cutting parameters during machining of aluminium–silicon alloy ZL109 with polycrystalline diamond (PCD) cutting tools. Chiappini et al. [8] investigated the mechanics of chip formation during Ti6Al4V alloy machining with spindle speed variation.



Even though 2D FE modelling can be particularly useful in certain cases due to its simplicity, it lacks the ability to approximate complex problems. For that, researchers opt to model in 3D when necessary. The 3D FEM is applied in almost every machining process, especially in typical processes such as drilling, turning and milling. Miller and Shih [9] modelled friction drilling of Al6061-T6 through an explicit FEM code with temperature-dependent mechanical and thermal properties. Nan et al. [10] studied the three-dimensional FE modeling for simulating the small-hole drilling process of AISI-1045 steel by using ABAQUS™ software. Similar studies were conducted with the aid of other finite element analysis (FEA) systems, such as DEFORM™-3D [11,12,13,14]. These studies investigate the generated thrust forces, the chip formation and tool life for industrial materials, such as titanium alloy Ti6Al4V, aluminium alloy Al7075-T6 and AISI-4340 steel.



Another typical machining process that is often studied with the aid of FEM is milling. Thepsonthi and Özel [15] investigated micro-end milling processes of Ti-6Al-4V via 3D FE modelling. Authors proposed models for full immersion and half immersion up and down milling in order to study the influence of several aspects during this process. Additionally, they provided a comparison between 2D and 3D simulations. Gao et al. [16] established a 3D coupled Eulerian–Lagrangian FE model for simulating end milling processes by using ABAQUS™ software. The selected milling techniques in the proposed model are slot and shoulder milling of aluminum alloy Al6061-T6. Similarly to drilling, the selected materials for investigation are usually typical materials that are used by manufacturing industries such as aerospace, automotive, defense and energy. Moreover, estimation of the generated cutting forces, chip development, the temperature of the chip-workpiece interface and tool wear are some of the most studied parameters during milling [17,18].



Since turning is one of the most used machining processes, the application of 3D FEM in research related to turning is no exception. Valiorgue et al. [19] presented the development of a new methodology for predicting the residual stresses induced in finish turning of AISI304L stainless steel. To do so, the authors followed a hybrid approach by combining experimental testing and numerical modelling. Liu et al. [20] determined the Johnson–Cook constitutive material model for stainless steel 17-4PH with the aid of an orthogonal cutting model and inverse analysis in order to develop an FE model for force predictions. In addition, authors investigated the performance of micro-grooved tools with the aid of 3D FE modelling. Lotfi et al. [21] modelled conventional turning, rotary turning and ultrasonic-assisted rotary turning of AISI-4140 steel in three dimensions, to predict tool wear and heat distribution on tool faces. Similar works were carried out to predict several critical parameters in turning, such as the resultant machining force, the temperature distribution on the workpiece-tool interface, the residual stresses, the tool wear and the chip morphology [22,23,24,25].



In the present study, the effects of typical machining conditions on the resultant cutting force are investigated with the aid of a three-dimensional FE model. The test setup includes four cutting parameters in three levels, whereas the selected test workpiece and cutting tools are AISI-52100 steel and SNGA inserts with three different nose radii, respectively. In order to produce the required number of tests, the central composite design (CCD) was employed, leading to 30 tests. The development of the 3D FE model and the equivalent simulations were performed with DEFORM™-3D ver. 12 software. Moreover, prior to the realization of the 30 simulations, a set of nine simulations were carried out for verification purposes of the model. To do so, a comparison was made with experimental results. In addition, a mathematical model was developed by the numerical results and verified accordingly, so that future experimental work can be minimized, providing the possibility also to extend the range of cutting conditions. Finally, a response optimization was performed in order to find the optimal cutting conditions for each one of the cutting tools used.




2. Materials and Methods


2.1. CAD-Based Setup of the Machining Process


A CAD-based setup was realized in SolidWorks™ 2021 in order to analyze important parameters of the AISI-52100 steel machining process, such as the cutting area, the contact points between the tool and the workpiece and the machining forces vectors. The purpose of this procedure was to develop a simplified analysis domain that can be used to facilitate the building process of the FE model.



The tool assembly used in this work comprises a tool-holder with ISO designation PSBNR2525M12 and three versions of a standard square-shaped turning insert with ISO codes SNGA120408T01020, SNGA120412T01020 and SNGA120416T01020, respectively. The workpiece model was designed to be cylindrical with a diameter equal to 72 mm. In addition, the workpiece and insert material in the present study were AISI-52100 steel and ceramic, respectively.



Figure 1a depicts the models of the workpiece and the tool assembly, as well as the vectors of the generated machining forces: Ft corresponds to the tangential force, Fr is the radial force and Fa represents the feed force. Additionally, Figure 1a illustrates the contact point of the tool on the cutting surface with the aid of two extra schematics, revealing the lead angle, the rake angle, as well as the inclination angle. The values of these angles are drawn from the geometry of both the tool-holder and the insert. According to the specifications of the tool-holder and the insert, the lead angle was 75°, whereas the rake and the inclination angles were both equal to −6°. Furthermore, Figure 1b illustrates the geometry and the characteristics of the turning inserts used. The face land width and the face angle are the same for all three inserts, and were equal to 0.10 mm and 20°, respectively. Moreover, the tool nose radius (rε) was 0.80 mm, 1.20 mm and 1.60 mm, according to the ISO code of each insert. Lastly, the SNGA-ceramic inserts are typically used for machining cast iron and hardened steel.



A total of thirty-nine simulation tests were carried out in the present study. Nine tests were used to verify that the numerical model presented in this work is correlated with the equivalent experimental tests that are available in the literature [26], whereas thirty tests were used to build a statistical model for prediction purposes of the resultant machining force during turning of AISI-52100 steel. Table 1 contains the factors along with their levels, which were used in the present study. Specifically, the four factors were the cutting speed (Vc), the feed (f), the depth of cut (ap) and the tool nose radius (rε), each in three levels.




2.2. Pre-Processing of the Numerical Model


In order to achieve reasonable simulation times, the CAD-based setup was used to model a simplified version of the workpiece and tool. As seen in Figure 2, the workpiece was modelled to be a 20° section of the workpiece that belongs to a Ø72 cylinder. The geometry of the section was chosen according to the tool nose radius and the depth of cut applied in each test, forming a pre-cut surface that represents the geometry of the machined surface and further improves the simulation time.



2.2.1. Analysis Interface Specifications


The models of the workpieces were designed in SolidWorks™ 2021 and modelled in DEFORM™-3D ver.12 as deformable with a mesh of approximately 60,000 to 120,000 tetrahedral elements according to the applied value of feed. The minimum element size of the mesh was set to 25% of the feed [22,27]. In addition, the ratio of the size between the largest and the smallest element of the mesh was set to 7:1, which is the default value given by the software. The purpose of this technique is to create a denser mesh at the section of the workpiece (see Figure 2b), especially at the contact area between the tool nose and the surface of the workpiece, where the element removal occurs. In contrast, the tools used were modelled to be rigid, with the mesh having the maximum available number of elements, which is approximately 50,000. Even though the mesh of the tool does not have a significant effect on the generated results, a denser mesh provides better visualization of the process with minimal change of the simulation time. Similar to the workpiece, the tool nose area that is in contact with the workpiece was refined with a 4:1 ratio (see Figure 2c), which is again the default value. Finally, in order to maintain a minimum number of elements at the mesh during the chip creation process, the embedded-to-the-software remeshing technique was applied with the next criteria: local remeshing with size control based on the average size of the surrounding elements of the distorted mesh.



The workpiece’s model was fixed to set the translational boundary conditions, whereas the cutting tool was set to follow the cutting path pointed out in Figure 2a. Additionally, to set the thermal boundary conditions, the heat exchange due to convection and conduction of both the workpiece and the cutting tool to the ambient environment (temperature equal to 20 °C) were also set by applying the equivalent coefficients as suggested by DEFORM™ [28]. For dry conditions, these coefficients are: hconv = 0.02 N/(s × mm × °C) and hcond = 45 N/(s × mm × °C), respectively.




2.2.2. Material Modelling


Even though many material models exist in the literature, a tabular data format is implemented in the present study in order to model the material flow stress, since it is the most versatile format. The tabular format can represent many materials, as long as the flow stress is a function of strain, strain rate and temperature. Equation (1) represents the material flow stress.


   σ ¯    =   f (  ε ¯  ,   ε ¯  ˙  , T )  



(1)




where:   σ ¯   is the flow stress in MPa,   ε ¯   is the effective plastic strain,    ε ¯  ˙   represents the effective strain rate and finally T is the temperature in °C.



Flow stress values for AISI-52100 can be interpolated in log strain, log strain rate and linear temperature space in order to generate flow stress diagrams [28] that are similar to the one illustrated in Figure 3, which is generated at 20 °C.



Table 2 contains the thermo-mechanical properties of the materials for both the workpiece and tool. Moreover, both the thermal conductivity and the heat capacity were expressed as a function of temperature f(T).



The selected damage model for this work was the normalized Cockcroft–Latham damage model. This model has been employed by many early studies [30,31,32] for the calculation of damage during material separation. Equation (2) represents the modified criterion developed by Cockcroft and Latham [33], where the maximum principal stress is normalized by the effective stress.


   D c    =      ∫ 0   ε f        σ  m a x     σ ¯      d  ε  p l    



(2)




where: Dc is the critical value of the damage during fracture; σmax and   σ ¯   represent the maximum tensile principal stress and the effective stress, respectively; εf denotes the limit fracture strain; εpl is the plastic strain.



Regarding the friction modelling, Coulomb’s law was employed in order to approximate the frictional stresses that occur during the contact between the tooltip and the surface of the workpiece. The contact area is divided into three zones: sticking, adhesion and sliding [34]. Since the sliding zone is of great importance when studying the machining of steel and provides a good approximation of the phenomena, it was implemented in the present work. Equation (3) represents the generated stresses in the sliding zone [34].


   τ f    =   μ  σ n   



(3)




where: τf is the frictional shear stress; μ denotes the shear friction coefficient, whereas σn represents the stress developed on the tool-chip interface. A number of similar studies on the machining of different types of steel [35,36] suggest applying a friction coefficient between −0.5 and 0.6. Moreover, the friction coefficient value that DEFORM™ proposes is 0.6, which was also the selected value for the simulation runs included in the present study.






3. Results and Discussion


3.1. FEM-Based Evaluation of the Resultant Cutting Force


Nine simulation runs were carried out in order to determine the accuracy of the developed FE model. To do so, the results of these tests were compared to the equivalent experimental values of machining forces for the same cutting conditions. To simplify the processing of the results, the resultant machining force was calculated using the yielded values of the tangential, the radial and the feed force, with the aid of Equation (4). Moreover, the resultant force will always be higher compared to any of the three components; thus, it is safer to use it for prediction purposes of other parameters (i.e., tool wear).


   F  r e s u l t a n t     =      F t 2    +    F r 2    +    F a 2     



(4)




where: Fresultant is the resultant machining force in N, Ft represents the tangential force in N, Fr is the radial force in N and Fa denotes the feed force in N.



Table 3 includes the results of the machining force that the numerical model yielded, as well as the experimental values and the relative error. Although some discrepancies occurred during the comparison between the experimental and the simulated forces, they still remained reasonable considering the precision that the FEM can offer, with the relative error varying between −1.7% and 16.7%.



To obtain the values for each one of the force components, each force vs. time diagram was cleared from any unrealistic values by applying first order exponential smoothing. Next, the force values that were generated after the steady state had occurred were used to calculate the mean value. Finally, the resultant machining force was calculated with Equation (4), as mentioned above. Figure 4 presents the flow for determining the resultant force for an indicative simulation run (number 4–Table 4).



Furthermore, it is noted that similar works [37,38] reported cutting forces of the same magnitude for similar cutting conditions and processes such, as AISI-D2 steel turning with the CNGA120408T0120 ceramic tool at 0.2 mm depth of cut and AISI-52100 steel turning with the SNGA120408 ceramic tool at 0.5 mm depth of cut, accordingly. The experimental tests that were recreated were selected in such a way so that a variety of cutting conditions was formed in three levels: one lower level, one mid-level and one upper level (see Table 1). For instance, the three levels for feed are 0.08 mm/rev, 0.11 mm/rev and 0.14 mm/rev, accordingly. Finally, it is noted that these tests were performed in a constant depth of cut equal to 0.25 mm.




3.2. Mathematical Modelling of the Resultant Cutting Force


Next, to study the effects of the cutting conditions and the interaction between them, a set of thirty new simulation runs were carried out according to the number of factors and their levels involved in the study. To determine the number of the tests, the order and the combination of the factors, a Box-Wilson CCD was implemented. CCD is the most commonly used design for response surface methodology (RSM), which is a factorial or fractional factorial design with center points, enhanced with a group of axial points that can estimate the curvature. A CCD is usually used to efficiently estimate first and second-order terms, as well as to model a response variable with curvature by adding center and axial points to an already ready factorial design. This method was employed by many researchers [26,39,40] for similar studies related to different machining processes of steel and other materials used in industry, due to its versatility.



In this study, the runs are composed of 16 factorial points, 6 center points and 8 axial points; additionally, the value of α is equal to 1. As indicated by Table 1, the independent variables (input) are: cutting speed (Vc), feed (f), depth of cut (ap) and tool nose radius (rε), whereas the response (output) is the resultant cutting force (Fresultant).



In addition to the 3D FE model, a statistically-based model was developed by using the CCD build and the numerical results. The benefits that derive from the use of such a model are the reduced number of required simulation runs and the instant prediction of the responses under a wider range of input values, always within the limits of the study. The generated model is a second order polynomial that is described by Equation (5). Since the interaction between the inputs and the response is non-linear, the polynomial includes linear, quadratic, and cross-product terms.


  Y   =    a 0    +     ∑  i = 1  n    b i   X i    +     ∑  i , j  n    b  i j    X i   X j    +         ∑  i = 1  n    b  i i    X i 2     



(5)




where: Y is the response of the model (resultant machining force), a0 denotes the fixed term, Xi represent the input variables (cutting speed, feed rate, depth of cut and tool nose radius) and, finally, bi, bij, and bii relate to the vectors that contain the regression coefficients (linear, quadratic, and cross-product, accordingly).



Equation (6) describes the complete statistical model that can be used to predict the resultant machining force according to Equation (5) and the data generated by the FE model (see Table 4).


     F  r e s u l t a n t     =   118 − 0.474  V c  − 6374 f   +   1631  a p    +   136  r ε    +   0.0016  V c    2    +   30059  f 2  − 2341  a p 2  − 46.3  r ε    2      + 0.17  V c  f − 0.445  V c   a p  − 0.018  V c   r ε    +   3106 f  a p  − 142 f  r ε    +   42.1  a p   r ε     



(6)







Table 4 contains the full set of the designed tests with the applied cutting parameters, as well as the predicted values of the resultant cutting force derived from both the FE model and the statistical one. The relative error ranges between −7.9% and 11.3%, indicating a good correlation between the two models.




3.3. Analysis and Validation of Mathematical Model


The curves of the simulated and the predicted values of the resultant cutting force are plotted in Figure 5. It is visible that the blue curve fits the red one, with the exception of some points where a small divergence is noticeable, signifying the accuracy of the statistical model.



To assess the importance of the factors, thus validating the model, the analysis of variance (ANOVA) was utilized with a significance level of α = 0.05. The analysis yielded an adjusted R-squared of 95.85%, meaning that the fit of the model is good. The obtained ANOVA results are presented in Table 5, where the p-value can be used to examine the significance of each of the parameters. It is noted that, with the selected significance level, every factor with a p-value below 0.05 (p-value ≤ α) is considered statistically significant and contributes to the model. Hence, the next terms: Vc, f, ap, rε, f2, ap2 and f × ap contribute the most to the model, indicating the strong influence of the four cutting parameters on the generated forces, especially of the feed and the depth of cut. Additionally, the variation of the response, can be graphically presented with the aid of the graph of Figure 6a, as well as expressed with the total sum of squares. Finally, the p-value (zero) of the model itself indicates that the chances of producing abnormal results are rather low.



The residual analysis is graphically presented in Figure 6. In particular, Figure 6a illustrates the normal probability plot where the distance of the data points from the fit line is shown. The closest to the line, the better the fit of the model. Figure 6a suggests that the current fit is good. The plot of Figure 6b depicts the residuals versus the fitted values. This plot shows the distribution of the residuals compared to the reference line. The present study indicates that the residuals are almost evenly distributed on both sides of the reference line. The histogram of Figure 6c presents the residual distribution in the model. According to Figure 6c, the residual values are uniformly distributed and a fit line can be plotted. Finally, Figure 6d depicts the residuals versus the order of the data. This plot can prove the normality of the system. Specifically, the randomized pattern (no trend, no clustering) of the chart proves that no systematic faults are present in the system.




3.4. Investigation of the Cutting Parameters’ Influence


The combined effect of the applied cutting conditions can be illustrated with the aid of 3D surface graphs, according to the polynomial solutions, as shown in Figure 7. Specifically, the effect of both cutting speed and tool nose radius is depicted in Figure 7a where it is noted that, as cutting speed increases, the generated force is reduced. At the same time, tool nose radius acts increasingly on the cutting force, especially when it is increased from 0.80 mm to 1.20 mm. On the contrary, an increase from 1.20 mm to 1.60 mm produces a mild decrease of Fresultant. Figure 7b depicts the combined effect of cutting speed and feed, which is particularly strong as feed increases, especially after 0.11 mm/rev. An exception occurs for feed between 0.08 mm/rev and 0.11 mm/rev, where the generated force is slightly decreased. On the other hand, as cutting speed increases, the produced cutting force exhibits a small decrease. Figure 7c illustrates how cutting speed and depth of cut affect the produced machining force. Similar to the two previous cases, the influence of the cutting speed is not significant. In contrast, depth of cut has a great impact on Fresultant. Quick growth is noted in the resultant cutting force between ap = 0.20 mm and ap = 0.25 mm, which decreases for each step of depth of cut. Depth of cut and feed affect the produced cutting force the most; their combined effect is illustrated in Figure 7d. The surface of Figure 7e illustrates how feed and tool nose radius influence the resultant machining force. Finally, Figure 7f depicts the impact of depth of cut and tool nose radius on the generated force.



In order to visualize the significance of each one of the cutting parameters in a simple way, the main effects plot (Figure 8) was used. It is evident that both feed and depth of cut contributed the most to the generated force. On the contrary, cutting speed and tool nose radius had a lighter effect on it. Specifically, as cutting speed increases, the generated cutting force decreased. Moreover, higher values of tool nose radius increased the cutting force. However, the change in both cases was not significant. Finally, cutting force increased considerably, as the value of feed or depth of cut rose.




3.5. Optimization Process


Since the resultant cutting force is a critical parameter that affects cutting power, generated temperatures and surface roughness, the desired goal for the response is to minimize it. The desirability function approach was applied for the response optimization. The optimization process was used to identify a combination of factor values that satisfy the desired goal. The constraints (limits) regarding the factors and the response applied in the optimization process are included in Table 6.



Finally, Table 7 presents three optimal solutions, one for each level of tool nose radius, ranked according to their desirability. It is noted that the best solution is number one since its desirability is equal to one. However, there are several turning processes that would benefit from a larger tool nose radius. Thus, two extra solutions were added, one for each of the two other tool nose radius values: 1.20 mm and 1.60 mm, respectively.




3.6. Confirmation of Mathematical Model


To examine the reliability of the developed mathematical model, seven new simulation runs were performed. The conditions of the new tests were set arbitrarily within the range of the factor levels used for the development of the FE model, except the first run, which was set according to the cutting conditions of the most desirable solution. Table 8 includes the cutting conditions that were used, as well as a comparison between the simulated values of the machining force and the equivalent predicted ones. The relative error was found to be between −10.9% and 12.5%, a fact that suggests a good correlation between the simulated and the predicted values. Consequently, the mathematical model can be used to safely predict the generated cutting force for any combination of cutting speed, feed, depth of cut, and tool nose radius within the limits of the present study.





4. Conclusions


This work proposes a three-dimensional FE model for the hard turning of AISI-52100 steel, as well as presents a simplified mathematical model for the prediction of the induced cutting force. Verification tests and statistical analysis were carried out in order to prove the validity of the models. Summarizing, it is noted that:




	
Both the established FE model and the mathematical one can predict the generated cutting forces with acceptable errors. The relative error found for the comparison between the numerical and the experimental results ranged between −1.7% and 16.7%, whereas the numerical and the statistical results ranged between −7.9% and 11.3%.



	
Especially with the use of the mathematical model, future experimental testing can be skipped and instant results can be delivered for Fresultant within the range of the investigated parameters.



	
It was revealed that both depth of cut and feed increasingly act on the generated force, especially depth of cut. The increase percentage when shifting from level one value to level three for feed and depth of cut, is close to 35% and 78%, respectively. Tool nose radius also seems to have an increasing effect, but of no significance, at least compared to the other two parameters. On the other hand, cutting speed seems to lower the produced forces by a small, but not negligible, amount.



	
Finally, the optimal cutting conditions were found for three different cutting inserts. Namely, 175.76 m/min cutting speed, 0.097 mm/rev feed and 0.20 mm depth of cut for the 0.80 mm tool, 177.78 m/min cutting speed, 0.098 mm/rev feed and 0.20 mm depth of cut for the 1.20 mm tool and, lastly, 199.73 m/min cutting speed, 0.082 mm/rev feed and 0.20 mm depth of cut for the 1.60 mm tool.
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Figure 1. (a) The CAD-based setup of the tool-workpiece assembly and (b) the geometry of the turning insert. 
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Figure 2. (a) The FE model setup, (b) the under analysis workpiece and (c) the meshed tool. 
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Figure 3. The flow stress diagram [28] for AISI-52100 steel at 20 °C. 
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Figure 4. The steps followed for calculating Fresultant. 
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Figure 5. Comparison between predicted and simulated values of Fresultant. 
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Figure 6. Residual analysis graphs: (a) probability plot, (b) residuals versus fitted values, (c) residual histogram and (d) residuals versus order. 






Figure 6. Residual analysis graphs: (a) probability plot, (b) residuals versus fitted values, (c) residual histogram and (d) residuals versus order.



[image: Machines 10 00074 g006]







[image: Machines 10 00074 g007 550] 





Figure 7. 3D surface plots: (a) Fresultant vs. Vc, rε, (b) Fresultant vs. Vc, f, (c) Fresultant vs. Vc, ap, (d) Fresultant vs. f, ap, (e) Fresultant vs. f, rε and (f) Fresultant vs. ap, rε. 
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Figure 8. Main effects plot for the resultant machining force. 
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Table 1. Factors and their levels used in the numerical model.
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	Level
	Vc [m/min]
	f [mm/rev]
	ap [mm]
	rε [mm]





	−1
	100
	0.08
	0.20
	0.80



	0
	150
	0.11
	0.30
	1.20



	+1
	200
	0.14
	0.40
	1.60
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Table 2. Thermo-mechanical properties for the AISI-52100 workpiece [28] and ceramic insert [29].
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Mechanical Properties

	
AISI-52100

	
Ceramic






	
Young’s Modulus [GPa]

	
210

	
415




	
Density [kg/m3]

	
7850

	
3500




	
Poisson’s ratio

	
0.30

	
0.22




	
Thermal properties

	
AISI-52100

	
Ceramic




	
Heat capacity [J/kgK]

	
278 at 93 °C

	
334




	
324 at 316 °C




	
579 at 649 °C




	
718 at 871 °C




	
Thermal expansion [μm/mK]

	
11.9

	
8.4




	
Thermal conductivity

[W/mK]

	
24.57 at 149 °C

	
7.5




	
24.4 at 349 °C




	
24.23 at 477 °C




	
24.75 at 604 °C
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Table 3. Resultant machining force comparison between experimental and numerical values.
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Input

	
Output




	
Standard Order

	
Vc (m/min)

	
f (mm/rev)

	
rε (mm)

	
ap (mm)

	
Experimental Fresultant (N)

	
Numerical Fresultant (N)

	
Relative Error (%)






	
1

	
100

	
0.08

	
0.80

	
0.25

	
127.1

	
132.8

	
4.5




	
2

	
100

	
0.14

	
0.80

	
0.25

	
187.2

	
203.1

	
8.5




	
3

	
200

	
0.08

	
0.80

	
0.25

	
119.9

	
126.6

	
5.6




	
4

	
200

	
0.14

	
0.80

	
0.25

	
171.7

	
183.3

	
6.8




	
5

	
150

	
0.11

	
1.20

	
0.25

	
141.4

	
139.0

	
−1.7




	
6

	
100

	
0.08

	
1.60

	
0.25

	
146.0

	
161.0

	
10.3




	
7

	
100

	
0.14

	
1.60

	
0.25

	
191.6

	
212.4

	
10.8




	
8

	
200

	
0.08

	
1.60

	
0.25

	
128.3

	
126.9

	
−1.1




	
9

	
200

	
0.14

	
1.60

	
0.25

	
183.7

	
214.4

	
16.7
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Table 4. Finite Element model run, results and comparison with statistical model.
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Input

	
Output




	
Run

	
Vc (m/min)

	
f (mm/rev)

	
ap (mm)

	
rε (mm)

	
Numerical Fresultant (N)

	
Statistical Fresultant (N)

	
Relative Error (%)






	
1

	
100

	
0.11

	
0.3

	
1.2

	
203.2

	
209.6

	
−3.0




	
2

	
150

	
0.11

	
0.3

	
1.2

	
199.8

	
199.1

	
0.4




	
3

	
150

	
0.11

	
0.3

	
1.6

	
210.6

	
199.3

	
5.6




	
4

	
150

	
0.11

	
0.3

	
1.2

	
203.5

	
199.1

	
2.2




	
5

	
150

	
0.11

	
0.4

	
1.2

	
227.7

	
230.8

	
−1.3




	
6

	
150

	
0.11

	
0.2

	
1.2

	
127.9

	
120.5

	
6.2




	
7

	
150

	
0.11

	
0.3

	
0.8

	
177.1

	
184.0

	
−3.7




	
8

	
200

	
0.11

	
0.3

	
1.2

	
207.3

	
196.5

	
5.5




	
9

	
150

	
0.08

	
0.3

	
1.2

	
217.4

	
195.3

	
11.3




	
10

	
150

	
0.14

	
0.3

	
1.2

	
239.2

	
256.9

	
−6.9




	
11

	
200

	
0.14

	
0.2

	
1.6

	
165.4

	
165.5

	
0.1




	
12

	
200

	
0.08

	
0.4

	
1.6

	
206.5

	
216.1

	
−4.4




	
13

	
100

	
0.14

	
0.4

	
1.6

	
307.8

	
311.1

	
−1.0




	
14

	
200

	
0.14

	
0.4

	
0.8

	
276.6

	
278.8

	
−0.8




	
15

	
150

	
0.11

	
0.3

	
1.2

	
200.6

	
199.1

	
0.8




	
16

	
100

	
0.08

	
0.4

	
0.8

	
206.0

	
212.0

	
−2.8




	
17

	
100

	
0.08

	
0.2

	
1.6

	
131.4

	
135.3

	
−2.9




	
18

	
100

	
0.08

	
0.2

	
0.8

	
114.4

	
119.1

	
−3.9




	
19

	
100

	
0.08

	
0.4

	
1.6

	
235.2

	
234.8

	
0.2




	
20

	
150

	
0.11

	
0.3

	
1.2

	
186.6

	
199.1

	
−6.3




	
21

	
200

	
0.08

	
0.2

	
0.8

	
108.0

	
110.8

	
−2.5




	
22

	
200

	
0.08

	
0.2

	
1.6

	
115.5

	
125.4

	
−7.9




	
23

	
200

	
0.08

	
0.4

	
0.8

	
193.8

	
194.7

	
−0.5




	
24

	
200

	
0.14

	
0.4

	
1.6

	
295.4

	
293.4

	
0.7




	
25

	
150

	
0.11

	
0.3

	
1.2

	
201.4

	
199.1

	
1.2




	
26

	
200

	
0.14

	
0.2

	
0.8

	
154.5

	
157.6

	
−2.0




	
27

	
100

	
0.14

	
0.2

	
0.8

	
168.5

	
165.0

	
2.1




	
28

	
150

	
0.11

	
0.3

	
1.2

	
198.7

	
199.1

	
−0.2




	
29

	
100

	
0.14

	
0.2

	
1.6

	
172.5

	
174.3

	
−1.0




	
30

	
100

	
0.14

	
0.4

	
0.8

	
302.3

	
295.0

	
2.5
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Table 5. ANOVA results for the resultant machining force based on the statistical model.
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Source

	
Degree of

Freedom

	
Sum of Squares

	
Mean Square

	
f-Value

	
p-Value






	
Model

	
15

	
78,097.5

	
5206.5

	
45.63

	
0.000




	
Error

	
14

	
1597.4

	
114.1

	

	




	
Total

	
29

	
79,694.9

	

	

	




	
R-sq (adj) = 95.85%




	
Term

	

	

	

	

	




	
Blocks

	
1

	
76.4

	
76.4

	
0.67

	
0.427




	
Vc

	
1

	
779.3

	
779.3

	
6.83

	
0.020




	
f

	
1

	
17,054.7

	
17,054.7

	
149.47

	
0.000




	
ap

	
1

	
54,800.3

	
54,800.3

	
480.28

	
0.000




	
rε

	
1

	
1074.1

	
1074.1

	
9.41

	
0.008




	
Vc2

	
1

	
40.4

	
40.4

	
0.35

	
0.561




	
f2

	
1

	
1857.9

	
1875.9

	
16.28

	
0.001




	
ap2

	
1

	
1391.0

	
1391.0

	
12.19

	
0.004




	
rε2

	
1

	
139.5

	
139.5

	
1.22

	
0.287




	
Vc × f

	
1

	
1.0

	
1.0

	
0.01

	
0.926




	
Vc × ap

	
1

	
79.2

	
79.2

	
0.69

	
0.419




	
Vc × rε

	
1

	
2.0

	
2.0

	
0.02

	
0.896




	
f × ap

	
1

	
1389.4

	
1389.4

	
12.18

	
0.004




	
f × rε

	
1

	
46.2

	
46.2

	
0.40

	
0.535




	
ap × rε

	
1

	
45.4

	
45.4

	
0.40

	
0.538




	
Lack of fit

	
10

	
1597.4

	
144.7

	
3.86

	
0.102




	
Pure error

	
4

	
1447.4

	
37.5
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Table 6. Optimization procedure constraints.






Table 6. Optimization procedure constraints.





	Factor
	Goal
	Lower Limt
	Upper Limit





	Vc (m/min)
	In range
	100
	200



	f (mm/rev)
	In range
	0.08
	0.14



	ap (mm)
	In range
	0.20
	0.40



	rε (mm)
	In range
	0.80
	1.60



	Fresultant (N)
	Minimize
	108.0
	307.8
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Table 7. Optimization procedure solutions.
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	Solution
	Vc (m/min)
	f (mm/rev)
	ap (mm)
	rε (mm)
	Fresultant (N)
	Desirability





	1
	175.76
	0.097
	0.20
	0.80
	101.0
	1.000



	2
	177.78
	0.098
	0.20
	1.20
	115.0
	0.965



	3
	199.73
	0.082
	0.20
	1.60
	123.4
	0.923
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Table 8. Confirmation of statistical model for Fresultant.
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	Test
	Vc (m/min)
	f (mm/rev)
	ap (mm)
	rε (mm)
	Simulated

Fresultant (N)
	Predicted

Fresultant (N)
	Relative Error (%)





	1
	175.75
	0.097
	0.20
	0.80
	113.7
	101.0
	12.5



	2
	120
	0.10
	0.25
	0.80
	139.5
	149.6
	−6.8



	3
	160
	0.10
	0.25
	1.20
	141.6
	159.0
	−10.9



	4
	160
	0.12
	0.25
	1.60
	183.1
	175.2
	4.5



	5
	120
	0.10
	0.35
	0.80
	190.5
	201.4
	−5.4



	6
	160
	0.10
	0.35
	1.20
	229.4
	210.6
	8.9



	7
	160
	0.12
	0.35
	1.60
	261.7
	234.7
	11.5
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