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Abstract: Three-dimensional (3D) object detection is an important task in the field of machine vision,
in which the detection of 3D objects using monocular vision is even more challenging. We observe
that most of the existing monocular methods focus on the design of the feature extraction framework
or embedded geometric constraints, but ignore the possible errors in the intermediate process of
the detection pipeline. These errors may be further amplified in the subsequent processes. After
exploring the existing detection framework of keypoints, we find that the accuracy of keypoints
prediction will seriously affect the solution of 3D object position. Therefore, we propose a novel
keypoints uncertainty prediction network (KUP-Net) for monocular 3D object detection. In this work,
we design an uncertainty prediction module to characterize the uncertainty that exists in keypoint
prediction. Then, the uncertainty is used for joint optimization with object position. In addition, we
adopt position-encoding to assist the uncertainty prediction, and use a timing coefficient to optimize
the learning process. The experiments on our detector are conducted on the KITTI benchmark. For
the two levels of easy and moderate, we achieve accuracy of 17.26 and 11.78 in AP3D, and achieve
accuracy of 23.59 and 16.63 in APBEV , which are higher than the latest method KM3D.

Keywords: keypoints; uncertainty prediction; monocular 3D detection

1. Introduction

The understanding of 3D properties of objects in the real world is critical for vision-
based autonomous driving and traffic surveillance systems [1–5]. Compared with a two-
dimensional (2D) object detection task, the 3D object detection task involves nine degrees
of freedom, in which the length, width, height, and pose of the 3D bounding box need to
be detected. Currently, there are three main methods for 3D object detection: monocular
3D object detection, stereo-based 3D object detection and LIDAR-based 3D object detection.
Among them, the LIDAR-based and the stereo-based detection methods can usually obtain
higher detection accuracy with the provision of reliable depth information. However, the
radar system has the disadvantages of high cost, high energy consumption, and short
service life. On the contrary, the monocular detection method, which is characterized by
low cost and low energy consumption, has received extensive attention and attracted re-
searchers to conduct studies in this field. Therefore, our work focuses on the improvements
in monocular 3D object detection techniques.

Monocular 3D object detection takes a single RGB image as input, and outputs the
pose and dimension of the object in the real world. Due to the lack of depth information,
this process is ill-conditioned, and the ambiguity will occur in the process of inverse
projection from the 2D image plane to 3D space. Obviously, compared with stereo-based
and LIDAR-based methods, the task of monocular 3D object detection is more challenging.
Thanks to the powerful feature extraction and parameter regression capabilities of the
neural network, some original monocular 3D object detection pipelines [6,7] regress the 3D
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dimension, orientation and position of an object directly by designing a deep convolutional
neural network. However, learning 3D spatial information from planar features of 2D
images undoubtedly expands the searching space of parameter learning. Therefore, it is
difficult for the deep convolution neural networks to learn effectively without additional
auxiliary information. In order to address these challenges, recent works attempt to
help the networks learn 3D information better by adding extra information. For example,
Mono3D [7] takes advantage of masks to realize instance segmentation. MF3D [8] and
ROI-10D [9] use depth information as supervision. However, adding extra information for
monocular 3D object detection means more annotation information should be obtained.
Fortunately, other scholars try to tackle this problem by using the geometric constraints
between 3D space and 2D images, which can narrow the searching space for parameter
learning and improve the learning efficiency and detection accuracy.

In our work, we adopt a keypoints-based framework to accomplish the 3D object
detection task. In detail, our approach predicts the keypoints projected from the center and
corner points of the 3D bounding box. Then, the 3D position of a predicted object is solved
by minimizing the re-projection error with supervision of 3D ground-truth. Usually, this
method requires a long detection pipeline, resulting in prediction errors in the intermediate
process. Unfortunately, the solution of the 3D position depends on the results of previous
processes, which will cause the errors to be further amplified and affect the final detection
results. Notably, Chen et al. [10] propose to utilize the pairwise relationship of the objects
as a constraint to characterize the errors that exist in the detection pipeline. This method
greatly improves the detection capability. Considering that the accuracy of keypoints
prediction will seriously affect the solution of 3D position, we design an uncertainty
prediction module to measure the possible errors at the stage of keypoints prediction.
Specifically, by dealing with the coordinates of keypoints, we can obtain some 2D boxes
that can be used to extract the regions for describing the features of objects. Then, the
network outputs the uncertainty of each object through a series of fully connected neural
networks with the 2D box attributes and feature regions as input. Finally, we integrate
the uncertainty into 3D position loss for joint optimization. Additionally, we also use a
setting of the timing coefficient for more effective training. The subsequent experiments
show that our improvements can be beneficial to the 3D detection task. In general, our
main contributions are as follows:

(a). A method to predict keypoints uncertainty based on multi-clue fusion.
(b). A strategy to optimize the 3D position by jointly considering the uncertainty.
(c). KUP-Net outperforms the previous methods on the kitti dataset.

2. Materials

Mono-based 3D detection: As an issue of great interest in detection technology, monoc-
ular 3D object detection suffers from a lack of depth information when only a single RGB
image is available as input. At present, there are two strategies for solving this problem.
The first is to use instance segmentation, a prior CAD wireframe model, an independent
depth estimation network and other means to assist the monocular vision pipeline in learn-
ing geometric information. For example, Chen et al. use the ground plane hypothesis in
Mono3D [7] to segment instances, which can improve the detection accuracy by obtaining
the contours of the detected objects. In AM3D [11], Ma et al. add an independent depth
prediction branch for the monocular 3D object detection pipeline, and the predicted depth
information can be converted into point clouds to realize a more efficient detection. In
addition, the CAD wireframe models are also widely used to assist the monocular 3D
object detection task. For example, DeepMANTA [12] ingeniously combines the keypoints
method with CAD prior to prediction of the 3D object information. These methods are
not based on a pure monocular image to obtain the 3D information of objects. Although
they can improve detection accuracy to a certain extent, the annotation work for extra label
information is always laborious and cumbersome. On the contrary, the second strategy only
uses a single RGB image and the corresponding ground-truth to complete the detection
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task, which is different from the above ways. The most representative work is Deep3D [13],
in which Mousavian et al. assume that the projection points of the corners in 3D bounding
box are all located on the four edges of the 2D bounding box. According to this assumption,
they construct the projection constraints based on the 3D–2D relationship of 44 = 256.
Inspired by Faster-RCNN [14], M3D-PRN [15] narrows the searching space of geometric
information by setting up a series of 3D anchors. Recently, the latest approach RTM3D [16]
predicts the projection points of 3D corners based on the well-known 2D object detection
framework CenterNet [17]. This concise design causes the outstanding work to become
the first real-time algorithm for the monocular 3D object detection task. Subsequently,
KM3D [18] adopts a differentiable geometric reasoning module to realize the end-to-end
training. Admittedly, the success of these methods is inspiring, but they all ignore the
possible errors in the intermediate process due to a long detection pipeline, which has a
bad effect on the detection performance.

Uncertainty estimation: When the deep neural network is used to complete various
tasks, there will inevitably exist cognitive uncertainty and unpredictable uncertainty [19,20].
In many machine vision tasks, a large number of scholars have begun to consider the impact
of uncertainty. For example, in the process of depth regression work, the existence of noise
often has a large impact on the final results [19,21]. Regarding this problem, ref. [22]
uses uncertainty theory to model the estimation error in depth, which is beneficial to the
regression of depth. Similarly, Chen et al. [10] calculate the uncertainty of the distance
between objects and the uncertainty of the object location to optimize the prediction of
the 3D object position. In addition, for the tasks of trajectory planning [23], pedestrian
positioning [24], etc., uncertainty estimation has also been well applied. Our work aims at
modeling the uncertainty of keypoints prediction, and then optimizing the position loss
under the guidance of uncertainty theory.

3. Methods

In Figure 1, we show the overall structure of our monocular 3D object detector. This
detection pipeline follows the one-stage approach [17], which takes RGB images as input
and outputs 2D and 3D properties related to the objects. Depending on detection tasks, we
can add different components behind the feature map output from the backbone network.
For the 2D task, these components mainly include a heatmap, 2D size, and 2D center offset,
but the 3D task usually contains a keypoints heatmap, keypoints offset, local orientation, 3D
dimension and 3D object confidence. Based on the predicted 3D properties, we follow the
practice of [18] and adopt a geometric reasoning module (GRM) to solve the 3D position for
objects. Furthermore, we design an uncertainty prediction module for characterizing the
errors in the detection pipeline to optimize the 3D object position. Next, we will elaborate
on these contents from four aspects: 2D detection, 3D detection, uncertainty prediction
module and loss optimization.
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Figure 1. Overview of our network architecture: the backbone is composed of DLA-34 followed by
eight sub-task components, the 3D object position is solved by the geometric reasoning module, and
the uncertainty module is used to predict the uncertainty for joint optimization in the position loss.

3.1. 2D Detection

Our detection pipeline uses a single RGB image I ∈ RW×H×3 as input and outputs
a global feature map F ∈ R

W
N ×

H
N×64 that is used as input to different components of

the subsequent detection tasks, where N is a down-sampling factor. Referring to the
method of CenterNet [17], we need three sub-functional components to predict the related
properties of the 2D bounding box: the object heatmap, 2D box size, and center point
offset. Specifically, we apply the convolution kernels of 3 × 3 and 1 × 1 on the F to obtain
the object heatmap Hc ∈ [0, 1]

W
N ×

H
N×C for determining the category to which the object

belongs, where c = 3 represents three types of objects to be detected: car, pedestrian, and
cyclist. Similarly, the 2D box size hw2d : {h2d, w2d} ∈ R

W
N ×

H
N×2 and the center point offset

c̃s :
{

σu
2d, σv

2d
}
∈ R

W
N ×

H
N×2 can be obtained by conducting the same convolution operation.

3.2. 3D Detection

Compared with the 2D detection, the 3D detection is more complicated. As we all
know, the projection from 3D space to 2D image plane will result in the loss of depth infor-
mation. Without auxiliary information, it is ill-conditioned to perform inverse projection
from the image plane. Therefore, to restore the more accurate position information for ob-
jects, we need to obtain as much 3D information as possible and use geometric constraints
to solve the geometric property. In the 3D detection task, the appearance information can
be obtained from the feature level, mainly including the object local orientation, keypoints
heatmap, keypoints offset, 3D bounding box dimension and 3D confidence. The dimension
and orientation properties are visualized in Figure 2.

ℎ3
𝑑

θ
𝑙

θ

（a）
3D Dimension 

（b）
Orientation 

Figure 2. Illustration of the 3D dimension (a) and orientation (b).
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Based on the assumption that vehicles drive on a horizontal road, the global orienta-
tion of cars is constant when no motion occurs in the yaw direction. However, with the
depth of the object changes in the real world, its local orientation will be changed from
the perspective of monocular camera. We follow the suggestion in Deep3D [13] to predict
the local orientation Õ : {θl} ∈ R

W
N ×

H
N×8 for the object. In addition the light angle can be

calculated by the camera intrinsic matrix to obtain the global orientation O : {θ}. Similar
to the operation of the object heatmap prediction in 2D detection, we need to predict the
keypoints heatmap Hkp ∈ [0, 1]

W
N ×

H
N×9, which represents the projection of the eight corner

points and center points of the 3D bounding box on the 2D image plane. At the same time,
the keypoints offset k̃ps :

{
k̃psu

1 , k̃psv
1, . . . , k̃psv

9

}
∈ R

W
N ×

H
N×18 are predicted for the subse-

quent construction of geometric constraints between 3D points and 2D points. Furthermore,
the keypoints offset and orientation, dimension and confidence of 3D bounding boxes
also need to be acquired for constructing geometric constraints. Therefore, the last two
components will be used to obtain the object 3D dimension D3d : {l3d, h3d, w3d} ∈ R

W
N ×

H
N×3

and the confidence S3d : {c3d} ∈ R
W
N ×

H
N×1. After the appearance properties of the 3D

bounding box have been predicted, it is most important to obtain its geometric property,
i.e., its position in 3D space. By using the 3D dimension D3d, orientation O, keypoints offset
k̃ps, we can solve the position T̃ : {x̃3d, ỹ3d, z̃3d} through a geometric reasoning module
proposed in [18,25,26], which can be expressed as follows:

T̃ = arg min
T

9

∑
i

∥∥∥ fi(T, D3d, O)− k̂psi

∥∥∥
2

(1)

where k̂ps is the keypoints coordinate calculated by k̃ps, and the f (T, D3d, O) is:

f (T, D3d, O) = K
[

R(O)1×3 T1×3

0T 1

]
diag(D3d)Cor

Cor =


0 0 0 0 −1 −1 −1 −1 −1/2

1/2 −1/2 −1/2 1/2 1/2 −1/2 −1/2 1/2 0
1/2 1/2 −1/2 −1/2 1/2 1/2 −1/2 −1/2 0

1 1 1 1 1 1 1 1 1

 (2)

By solving the pseudo-inverse of SVD, we can obtain the value of T̃ with constantly
approaching the ground-truth T : {x3d, y3d, z3d}. The details can be seen in the Appendix A.

3.3. Uncertainty Prediction Module

Owing to the prediction uncertainty in neural networks, the prediction results may be
subject to errors. Therefore, it is meaningful to take the influence of uncertainty into consid-
eration, which has been confirmed in [20]. In the above Section 3.2, we introduced the 3D de-
tection task, in which the 3D object position T̃ is solved by keypoints offset k̃ps. Considering
that the prediction errors of k̃ps directly affect the accuracy of T̃, it is necessary to construct
an error characterization about k̃ps to jointly optimize position loss. Therefore, we model
the uncertainty prediction in a probability framework, and the predicted uncertainty is used
to measure the accuracy of the 3D position, which can guide the network to train a better de-
tector. We assume that the object position along each axis of the coordinate conforms to the
Laplace distribution defined by T̃ and {unc}, in which T̃ and {unc} represent the mean and
variance, respectively. The more accurate the object position, the closer the T̃ is to ground-
truth. The closer the {unc} is to 1, the lower the uncertainty. On the contrary, the uncertainty
is higher. As shown in Figure 3, we design an uncertainty prediction module. Specifi-
cally, by using the k̃ps, we first solve the nine keypoint coordinates {(u1, v1), ..., (u9, v9)}
for each object. Then, these coordinates will be used to obtain a series of diagonal points
{(umin, vmin), (umax, vmax)} that are constrained within the projection of their corresponding
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3D bounding boxes. It should be noted that umin, vmin, umax, vmax represent the maximum
and minimum values of the nine keypoints along the u direction and the v direction, re-
spectively. Naturally, we can define the 2D keypoints box Bboxkps : {CTkps, Dkps}, in which

the center coordinate CTkps is {u′ = |umax+umin|
2 , v′ = |vmax+vmin|

2 } and the 2D size Dkps
is {w′ = |umax − umin|, h′ = |vmax − vmin|}. Due to the Bboxkps not containing the object
feature clue, we use the Bboxkps to extract the region of interest ROIkps with the size of 5× 5

from the feature map Fkps ∈ R
W
N ×

H
N×256 that is used to predict the k̃ps. For each ROIkps

region, a fully connected neural network maps it into a 128-dimensional feature repre-
sentation ROI128. Before sending the position clue of 2D keypoints box to an uncertainty
prediction module, we encode it from the low dimension to the high dimension for a better
characterization. The encoding method is as follows:

Bbbox =
(
u′, v′, w′, h′

)
ψ(Bbbox ) =

(
sin
(

20πBbbox

)
, cos

(
20πBbbox

)
, . . . , sin

(
2M−1πBbbox

)
, cos

(
2M−1πBbbox

)) (3)
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Figure 3. Flow chart of uncertainty prediction.

In order to fuse together the feature clue and box properties in the same dimension,
the 2D box properties should also be encoded into a 128-dimensional vector ψ(Bbbox) as
shown in Equation (3), where M is set to 16. Finally, ROI128 and ψ(Bbbox) are concatenated
into Ff , and then the uncertainty {unc} is output through a fully connected neural network.
It should be noted that only the uncertainty along the z axis is predicted for optimization
and the reasons can be seen in the ablation study. In Algorithm 1, we give a more concise
description of the uncertainty prediction process.

Algorithm 1: The illustration of uncertainty prediction.

Input: Feature map Fkps, Keypoints offset k̃ps
Output: Uncertainty unc
1:Coordinate solution: k̃ps→ keypoints coordinate:{u1, v1, . . . , u9, v9}
2:Diagonal points acquisition: {u1, v1, . . . , u9, v9} → {umin, vmin, umax, vmax}
3:2D boxes acquisition: {umin, vmin, umax, vmax} → Bbbox
4:Feature region extraction: Fkps, Bbbox → ROIkps
5:Position encoding: Bbbox → ψ(Bbbox)
6:Feature fusion: ROIkps → ROI128 ; concatenate ROI128 and ψ(Bbbox) into Ff
7:Output: Ff → unc
8:END



Machines 2022, 10, 19 7 of 16

3.4. Loss Function

To describe the loss function more clearly, we first explain the 2D and 3D detection
loss, respectively, and then give the loss function of the whole pipeline.

By calculating the difference value between Hc, hw2d, c̃s and their corresponding
ground-truth, the 2D loss function L2d can be defined as the three parts of heatmap loss Lc,
2D size loss Lhw, and center point offset loss Lcs:

L2d = τ1Lc + τ2Lhw + τ3Lcs (4)

In order to solve the imbalance problem between positive and negative samples, we
follow [17,27,28] to optimize Lc with focal loss. Considering that the 2D size and the center
point offset are easy to regress, we choose L1 loss [29] to optimize Lhw and Lcs.

Similarly, the 3D loss function L3d is composed of six parts: keypoints heatmap loss Lk,
keypoints offset loss Lkps, 3D dimension loss LD, local orientation loss LÕ, 3D confidence
loss LS and position loss LT :

L3d = γ1Lk + γ2Lkps + γ3LD + γ4LÕ + γ5LS + γ6LT (5)

Clearly, the 3D detection task has more regression targets and is more difficult than
the 2D detection task. For the term Lk that still has the sample imbalance problem, we
optimize it in the same way with Lc. The 3D dimension loss LD can be better optimized
with L1 loss [29]. To optimize Lkps more efficiently, we use the depth-guided L1 loss in [18]
to dynamically adjust the penalty coefficient. Since the regression of local angle Õ is a
multi-modal problem, it is more appropriate to choose multi-bin loss [12] to deal with LÕ.
The loss of 3D confidence LS is optimized by calculating the binary cross-entropy between
confidence and the 3D IOU score. For the optimization of 3D position loss LT , we focus on
minimizing the re-projection error under the guidance of heteroscedasticity uncertainty
theory in [19]:

LT = |x̃3d − x3d|+ |ỹ3d − y3d|+
( √

2
1/unc

|z̃3d − z3d|+ log(1/unc)

)
(6)

In constructing the 3D position loss function, we add the prediction uncertainty in a
continuous form for joint optimization. The loss function of the whole detection pipeline is
defined as:

LDetection =L2d + L3d

= τ1Lc + τ2Lhw + τ3Lcs + γ1Lk + γ2Lkps + γ3LD + γ4LO + γ5LS + γ6LT
(7)

During the training phase, we empirically set the loss coefficients τ1, τ2, τ3, γ1, γ2 to
1, and set the γ3, γ4 to 4 and 0.4, respectively. The γ5 is set to e−5 at the beginning and
changes with the increase in training epochs. For the coefficient of position loss γ6, we
adopt a setting of the timing coefficient, which is similar to that in [30]. This setting makes
the position loss added to the whole loss function at the 6th epoch, which can be defined as:

γ =


0 epoch ≤ epochl

e−5∗(1−(epoch/epochh))
2

epochl < epoch < epochh
1 epochh ≤ epoch

(8)

where, epochl and epochh are the lower bound and upper bound for the number of iterations,
respectively.

4. Results
4.1. Experimental Setting

As an authoritative dataset, the KITTI object detection benchmark [31] is widely
applied in the field of 3D object detection to evaluate the performance of detectors. In
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the KITTI dataset, there are 7481 labeled training images and 7518 unlabeled test images
for users. According to the suggestion of [7,8,12,32,33], we divide the dataset into train1,
val1, train2, val2 and train, test. This is because the official test set does not give the
corresponding annotation information. In our detector, the input images are filled into
the size of 1280× 384, and the global feature map output through the backbone network
is 96× 320× 64. Behind the global feature map, eight branches are connected for the 2D
detection task and 3D detection task, respectively. The convolution kernels of 3× 3 and
1× 1 are applied on the global feature to obtain output for each component. Keypoints
labels for supervision are obtained by projecting 3D truth values of the left and right
images, and we use image inversion, image scaling and other technologies to enhance
the dataset. The whole training process is realized on i7-8086K CPU and a single 1080Ti
GPU, with the batch size of 8. Moreover, we use an Adam [34] optimizer to optimize the
parameters of the whole network. The total number of epochs is 180, and the initial learning
rate is set to 1.25× 10−4, which is reduced by 5× at 60 and 140 epochs, respectively. In
order to demonstrate the performance of our method, we label the detection difficulties
in three levels (Easy, Moderate, Hard) based on the level of occlusion, truncation and
height of the objects [10,18]. Under the guidance of [13,16], we choose two metrics for
3D detection task: average precision for 3D intersection-over-union(AP3D) and average
precision for bird’s eye view(APBEV). If the 2D detection task is needed, average precision
for 2D intersection-over-union(AP2D) and average orientation similarity(AOS) are used to
evaluate 2D detection performance.

4.2. Experimental Results

Since most of the current works of monocular 3D object detection are devoted to the
detection of cars, we first conduct qualitative and quantitative analysis on this category.
Then, we show the results of 2D and multi-class detection tasks for a comprehensive
evaluation regarding our detector.

4.2.1. Qualitative Results of Cars

To intuitively reflect the effect of our detector, we visualize the 3D detection results of
cars. In Figure 4, we choose four scenes to show the visualization of the 3D bounding box
and bird’s eye view results of our detector. According to the comparison with ground-truth,
we can see that our detector can well distinguish the cars and locate them, which proves
the efficiency of our approach.

（a）
Ground-truth

（b）
Output

（c）
Bird’s Eye View

Figure 4. Visualization of car category detection in four scenes. In each picture group, we show the
ground-truth (a), the output (b) and the bird’s eye view (c) from the left to the right.
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4.2.2. Quantitative Results of Cars

We select the representative methods in the field of monocular 3D object detection and
some of the latest methods to compare with our approach. The performance metrics for the
comparison algorithms are the official metric data provided. As shown in Tables 1 and 2,
we show the comparisons between our approach and other methods under the evaluation
of AP3D and APBEV . Considering that some methods only use AP11 for evaluation, we
use AP11 instead of AP40 in val1 and val2 to obtain a more comprehensive comparison
result [18]. In the test, we choose AP40 to obtain a fair comparison result. According to [16],
the backbone network can choose ResNet-18 [6] and DLA-34 [35], respectively, for the
tradeoff of speed or accuracy. Our improvement is not focused on the detection speed,
so we only use DLA-34 as the backbone network to achieve higher detection accuracy.
Based on the comparison results, we can see that our approach significantly improved
detection accuracy at both easy and moderate levels. Therefore, considering the uncertainty
in the intermediate process of the detection pipeline plays an effective role in the 3D object
detection task.
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Table 1. AP3D comparison on val1, val2 and test with a 0.5 and 0.7 IOU threshold: (a) Extra indicates whether there is additional information to assist detection (b) E,
M and, H indicate the levels from Easy, Moderate, to Hard. (c) The red, blue, and cyan denote the highest, second highest, and third highest results respectively.

Method Extra AP3D@IOU = 0.5 [val1/val2] AP3D@IOU = 0.7 [val1/val2/test]
E M H E M H

Mono3D [7] Mask 25.19/ - 18.20/ - 15.52/ - 2.53 / - / - 2.31 / - / - 2.31 / - / -
ROI-10D [9] Depth 37.59/ - 25.14/ - 21.83/ - 9.61 / - /12.30 6.63 / - /10.30 6.29 / - /9.39

MF3D [8] Depth 47.88/45.57 29.48/30.03 26.44/23.95 10.53/ 7.85 / 7.08 5.69 / 5.39 / 5.18 5.39 / 4.73 /4.68
3DOP [33] Stereo 46.04/ - 34.63/ - 30.09/ - 6.55 / - / - 5.07 / - / - 4.10 / - / -

MonoPSR [36] Lidar 49.65/48.89 41.71/40.93 29.95/33.43 12.75/13.94/12.57 11.48/12.24/10.85 8.59 /10.77/9.06
M3D-RPN [15] None 48.96/49.89 39.57/36.14 33.01/28.98 20.27/20.40/14.76 17.06/16.48/ 9.71 15.21/13.34/7.42

GS3D [37] None 32.15/30.60 29.89/26.40 26.19/22.89 13.46/11.63/ 4.47 10.97/10.51/ 2.90 10.38/10.51/2.47
Deep3DBox [12] None 27.04/ - 20.55/ - 15.88/ - 5.85 / - / - 4.10 / - / - 3.84 / - / -

MonPair [10] None - / - - / - - / - - / - /13.04 - / - / 9.99 - / - /8.65
RTM3D [16] None 54.36/52.59 41.90/40.96 35.84/34.95 20.77/19.47/13.61 16.86/16.29/10.09 16.63/15.57/8.18
KM3D [18] None 56.02/54.09 43.13/43.07 36.77/37.56 22.50/22.71/16.73 19.60/17.71/11.45 17.12/16.15/9.92

Ours None 56.51/54.63 42.75/43.56 36.15/36.02 22.97/23.14/17.26 19.23/20.12/11.78 16.95/16.84/9.51

Table 2. APBEV comparison on val1, val2 and test with a 0.5 and 0.7 IOU threshold: (a) Extra indicates whether there is additional information to assist detection
(b) E, M and, H indicate the levels from Easy, Moderate, to Hard. (c) The red, blue, and cyan denote the highest, second highest, and third highest results respectively.

Method Extra APBEV @IOU = 0.5 [val1/val2] APBEV @IOU = 0.7 [val1/val2/test]
E M H E M H

Mono3D [7] Mask 30.05/ - 22.39/ - 19.16/ - 5.22 / - / - 5.19 / - / - 4.13 / - / -
ROI-10D [9] Depth 46.85/ - 34.05/ - 30.46/ - 14.50/ - /16.77 9.91 / - /12.40 8.73 / - /11.39

MF3D [8] Depth 55.02/54.18 36.73/38.06 31.27/31.46 22.03/19.20/13.73 13.63/12.17/ 9.62 11.60/10.89/ 8.22
3DOP [33] Stereo 55.04/ - 41.25/ - 34.55/ - 12.63/ - / - 9.49 / - / - 7.59 / - / -

MonoPSR [36] Lidar 56.97/55.45 43.39/43.31 36.00/35.47 20.63/21.52/20.25 18.67/18.90/17.66 14.45/14.94/15.78
M3D-RPN [15] None 55.37/55.87 42.49/41.36 35.29/34.08 25.94/26.86/21.02 21.18/21.15/13.67 17.90/17.14/10.23

GS3D [37] None - / - - / - - / - - / - / 8.41 - / - / 6.08 - / - / 4.94
Deep3DBox [12] None 30.02/ - 23.77/ - 18.83/ - 9.99 / - / - 7.71 / - / - 5.30 / - / -

MonPair [10] None - / - - / - - / - - / - /19.28 - / - /14.83 - / - /12.89
RTM3D [16] None 57.47/56.90 44.16/44.69 42.31/41.75 25.56/24.74/ - 22.12/22.03/ - 20.91/18.05/ -
KM3D [18] None 62.39/59.35 49.93/45.14 43.73/42.47 27.83/28.87/23.44 23.38/22.87/16.20 21.69/22.55/14.47

Ours None 62.57/59.73 49.19/49.36 43.61/43.18 28.73/28.16/23.59 23.27/23.41/16.63 21.32/21.68/14.25
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4.2.3. Results of 2D and Multi-Class Detection

Besides the results of 3D detection for cars, we also report the ability of our approach
to perform 2D and multi-class detection. Similarly, we provide subjective and objective
evaluations for the two tasks. In Figures 5 and 6, we qualitatively show the visualization
results of 2D detection for cars and 3D detection for pedestrians and cyclists, respectively.
Additionally, we also give the corresponding metric values in Tables 3 and 4, in which
Table 3 shows the AP2D and AOS for the 2D detection task and Table 4 shows the AP3D
and APBEV for the pedestrian and cyclist detection tasks. Based on these results, we can
find that our detector can also be competent for the 2D and multi-class detection tasks.

(a)
Ground Truth

(b)
Output

Figure 5. Visualization of 2D detection for cars in four scenes. In each picture group, we show the
ground-truth (a) and the output (b).

(a)
Ground Truth

(b)
Output

Figure 6. Visualization of multi-class detection for pedestrians and cyclists in four scenes. In each
picture group, we show the ground-truth (a) and the output (b).
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Table 3. Evaluation for 2D detection of cars on test by AP2D and AOS metrics: E, M, and H indicate
the levels from Easy, Moderate, to Hard.

Method AP2D@IOU = 0.7 AOS
E M H E M H

AM3D [11] 92.55 88.71 77.78 - - -
TLNet [38] 76.92 63.53 54.58 - - -

MonoDIS [29] 94.61 89.15 78.37 - - -
MonoPSR [36] 93.63 88.50 73.36 93.29 87.45 72.26
M3D-RPN [15] 89.04 85.08 69.26 88.38 82.81 67.08

KM3D [18] 96.44 91.07 81.19 96.34 90.70 90.72
Monopair [10] 96.61 93.55 83.55 91.65 86.11 76.45

Ours 96.59 92.47 83.14 94.28 89.41 84.23

Table 4. Evaluation for multi-class detection of pedestrian and cyclist on val1 by AP3D and APBEV

metrics: E, M, and H indicate the levels from Easy, Moderate, to Hard.

Method AP3D@IOU = 0.5 APBEV @IOU = 0.5
E M H E M H

Pedestrian 11.35 10.42 10.37 12.10 11.35 10.46
Cyclist 15.68 11.64 11.03 15.97 11.81 11.14

4.3. Ablation Study

In the above section, we have fully shown the results and efficiency of our method.
Next, we will further elaborate on three aspects: timing coefficient, uncertainty prediction
mode, and position encoding. By doing this, we can concretely analyze the contribution to
each improvement in our work.

4.3.1. Effect of Timing Coefficient

For stable and efficient training, we use a timing coefficient setting for position loss. At
the initial training phase, the parameter of the network cannot sufficiently meet the needs
of the position solution task, which will lead to a large deviation in position prediction.
This large deviation is a disadvantage to the learning and convergence of a multi-task
pipeline [22]. Therefore, we propose to use the timing coefficient to decide when to add
position loss into the global optimization. Thanks to this strategy, we can provide a set
of appropriate initial training parameters for the position optimization. In our work, we
optimize the position loss after the fifth epoch, and the loss coefficient changes exponentially
with the number of epochs in the following training process. The evaluation details can be
seen in Table 5. The accuracy is improved using this setting.

Table 5. Evaluation for the influences of position encoding (Poe) and timing coefficient (Tic) settings:
E, M, and H indicate the levels from Easy, Moderate, to Hard.

Poe Tic AP3D@IOU = 0.7 APBEV @IOU = 0.7
E M H E M H

- - 10.13 4.58 3.07 15.28 8.51 7.19
- X 12.42 6.71 5.14 18.53 11.57 9.65
X - 15.73 10.06 8.14 21.64 14.76 12.53
X X 17.26 11.78 9.51 23.59 16.63 14.25

4.3.2. Effect of Uncertainty Prediction Mode

According to the division of the 3D coordinate axis, we provide three optional uncer-
tainty terms to jointly optimize the solution of 3D position, namely uncx, uncy and uncz,
which represent the uncertainty along the x, y and z axes, respectively. We provide four
combinations of these uncertainties according to the process of 3D–2D projection. As shown
in Table 6, we find that applying uncertainty prediction only for z-direction can bring better
benefits to the detector. In view of this situation, we think that only the depth information
is missing along the z axis in the forward projection process. Therefore, predicting the
uncertainty uncz is the best choice for our detector.
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Table 6. Evaluation for the influences of uncertainty uncx, uncy, and uncz settings: E, M, and H
indicate the levels from Easy, Moderate, to Hard.

uncx uncy uncz
AP3D@IOU = 0.7 APBEV @IOU = 0.7

E M H E M H
X X - 13.91 8.45 6.58 19.42 12.56 10.39
- - X 17.26 11.78 9.51 23.59 16.63 14.25
- - - 16.38 10.82 8.74 22.35 15.41 13.26
X X X 16.04 10.39 8.57 21.95 15.02 12.98

4.3.3. Effect of Position Encoding

In the uncertainty prediction module, we use the fusion information of feature clue
ROIkps and 2D position clue Bboxkps as input. Obviously, the feature clue is in a high
dimension and the 2D position clue is in a low dimension. If we concatenate the two clues
directly, the problem of feature mismatching will emerge. Thus, a position encoding on
Bboxkps is necessary. From the results in Table 5, it can be seen that the position encoding in
Section 3.3 is useful, which enhances the information representation ability and contributes
to the prediction of uncertainty.

5. Discussion

Our approach outperforms the latest method in the levels of easy and moderate of
AP3D and APBEV . Especially in the AP3D, the relative improvements of 3.2% and 2.9% were
achieved in easy and moderate levels, respectively. Compared with the methods using
depth information or CAD models in the inference process, the pure-image-based method
is higher ill-posed and more difficult to use to improve the detection accuracy. However,
a pure-image-based method usually performs better in the real-time requirement for the
tasks of automatic driving and complex environment perception.

Although the method based on pure images exhibits better real-time performance, it
is obviously unreliable to fit 3D properties only using deep neural networks. Therefore,
the design of the keypoints detection framework adds concise and reliable geometric
constraints under the condition of real timeliness. However, in KM3D, the features used
to predict keypoints is ambiguous. For example, the keypoints of an object in 2D image
plane may appear on the other objects or the background region. This ambiguity of features
brings uncertainty to keypoints prediction, influencing the accuracy of the 3D object
position. Based on this observation, we model the uncertainty of keypoints prediction, and
integrate the uncertainty into the 3D position loss, which is advantageous to the learning
of parameters and the convergence of training. Unlike previous works [39,40] that apply
uncertainty theory in 2D object detection, Monopair introduces uncertainty estimation into
3D object detection for the first time. However, Monopair is designed on a depth prediction
architecture, which cannot perform well in real time. Moreover, Monopair does not encode
position clues explicitly when predicting the uncertainty, causing the irrelevant regions to
have effects on the prediction results. Accordingly, we fuse the feature clue and position
clue defined by the keypoints region. In comparison with the method that only use feature
clues, our fusion strategy achieves a richer and clearer feature representation.

6. Conclusions

In our work, aiming at the possible errors in the intermediate process of the monocular
3D object detection pipeline, we have constructed an uncertainty prediction module to
optimize the solution of the 3D position property. Experiments on the KITTI dataset show
that our method is effective and outperforms some of the latest algorithms. However, our
method does not perform well for the detection of hard samples. Based on this problem,
we find that the hard samples have more serious occlusion and truncation problems than
easy and moderate samples, and therefore a more accurate module is required to predict
uncertainty. Furthermore, better results may be achieved by using different training setups,
and readers interested in this can make other attempts. In the following work, we will
try to develop a richer and more reliable uncertainty constraint strategy for the detection
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pipeline by referring to the related methods of automatically encoding the relationship
between different objects in natural language processing (NLP) [41–43].
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Appendix A

Based on the reference [18], we transform the Equation (2) into a linear system with
the shape of AX = B, which can be specifically expressed as:
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(A1)

where A is the keypoints matrix normalized by the intrinsic camera, X is the 3D object
position, and B is the corner points matrix normalized by the intrinsic camera. To solve
X, we need to obtain the inverse of matrix A. Since A is not a square matrix, we use the
SVD operator to transform A to U ∑ VT to obtain its pseudo inverse A+, in which U and V
are both unitary matrices. By multiplying AT with A, we can see that AT A = V ∑2 VT and
(AT A)−AT A = E. Obviously, A+ = (AT A)−AT and X = (AT A)−AT B.
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