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Abstract: In the setting of Minkowski set-valued operations, we study generalizations of the
difference for (multidimensional) compact convex sets and for fuzzy sets on metric vector spaces,
extending the Hukuhara difference. The proposed difference always exists and allows defining
Pompeiu-Hausdorff distance for the space of compact convex sets in terms of a pseudo-norm, i.e., the
magnitude of the difference set. A computational procedure for two dimensional sets is outlined and
some examples of the new difference are given.

Keywords: convex set-valued gH-difference; set-valued Analysis; multidimensional fuzzy
gH-difference

1. Introduction

It is well-known that in interval and set-valued arithmetic, the standard addition A + B =

{a + b|a ∈ A, b ∈ B} is not an invertible operation and in particular the algebraic difference A− B =

{a − b|a ∈ A, b ∈ B} is such that A − A 6= 0. The interval case has been analyzed and solved by
several authors since the 1970s, in the setting of interval analysis. In particular, S. Markov proposed an
extended interval arithmetic, including a difference (inner difference −−) with the basic property that
A−− A = 0 and a division (inner division :−) such that A :− A = 1 (see [1–4]).

The same problem applies to the general case of (nonempty) compact convex sets in Rn: finding a
difference operation as an inverse of Minkowski addition A + B of compact convex sets has been a
field of long interest; well-known and largely used examples are: the Hukuhara difference, proposed
in [5], but it exists only in specific cases; the geometric Pontryagin difference, proposed in [6], but it
may be the empty set; the Demyanov difference, introduced in the setting of subdifferential calculus
and nonsmooth analysis (see, e.g., [7–11]).

The Hukuhara difference has been recently generalized in [12], in the setting of fuzzy arithmetic,
with applications to differentiability of fuzzy-valued functions of a single variable (see [13–15]) and
multiple variables (see [16]).

Two other approaches have been proposed in the setting of set-valued analysis: in [17–20]) directed
sets are used; and in [21], the difference of A and B is expressed in terms of minimal pairs (A′, B′) of
compact convex sets such that A + A′ = B + B′ (using the Radstrom embedding theorem [22,23]).

On the other hand, inversion of addition is important in set-valued and fuzzy arithmetic and
analysis, with many applications e.g., in solving equations and differential equations (for recent results
and other references to the fuzzy case, see e.g., [13,14,24–34]).

Extending the results in [12,14], we define a generalized difference for general compact convex
sets and we extend it to fuzzy sets with compact and convex α-cuts. The multidimensional fuzzy case
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has been addressed only occasionally and by very few papers in the literature; some basic results
on the gH-difference for multidimensional intervals (boxes) were obtained in [12] and recently used
by [35] in the study of fuzzy vector-valued functions.

The new proposed difference, as we will see, is not unique in the general case; but this is not
necessarily a negative aspect: we can add specific requirements to select particular difference sets
with additional properties, depending on the application at hand, or we can take the union (or the
convexified union) of the existing difference sets obtaining a set with the same properties.

For the convex case, efficient computational procedures are suggested and illustrated for convex
sets in R2. Some of the results contained in this paper have been presented at the 2016 Joint Mathematics
Meetings of the AMS Mathematical Association of America (January 6–9, 2016, Seattle, WA). Procedures
for the approximation of the new difference in Rn are presented in [36].

The paper is organized as follows. Section 2 introduces some preliminary concepts for compact
convex sets and fuzzy sets. Section 3 introduces the new generalized difference for compact convex
sets and analyses some of its basic properties. Section 4 presents computational methods and examples
in two dimensions. In Section 5 we extend the new difference to the fuzzy case and in Section 6 we
conclude with an outline of possible applications.

2. The Space of Compact Convex Sets

Consider the metric vector space Rn, n ≥ 1, of real vectors, equipped with standard addition
and scalar multiplication operations. Following Diamond and Kloeden (see [37], with applications
in [38,39]), denote by KC(Rn) the space of nonempty compact convex sets of Rn.

Given two subsets A, B ∈ KC(Rn) and k ∈ R, Minkowski addition and scalar multiplication
are defined by A + B = {a + b|a ∈ A, b ∈ B} and kA = {ka|a ∈ A} and it is well-known that
addition is associative and commutative and with neutral element {0}. The following properties are
well-known ([40]):

(A ∪ B) + C = (A + C) ∪ (B + C)

(A ∩ B) + C ⊆ (A + C) ∩ (B + C)

A ∪ B convex =⇒ (A ∩ B) + C = (A + C) ∩ (B + C).

For brevity, we will indicate by 0 the neutral element {0}.
A subtraction for two sets A, B ∈ KC(Rn) can be defined, according to standard Minkowski

operations, by A− B = A + (−1)B = {a− b|a ∈ A, b ∈ B} and, in general, even when the cancellation
law (A + C = B + C) ⇐⇒ A = B is valid, addition/subtraction simplification is not valid,
i.e., A− A 6= 0 and (A + B)− B 6= A.

For sets A, B ∈ KC(Rn) in a normed space (Rn, || · ||), the Pompeiu-Hausdorff distance is defined
as usual by

dH(A, B) = max{d∗(A, B), d∗(B, A)} (1)

where
d∗(A, B) = sup

a∈A
inf
b∈B
‖a− b‖ and d∗(B, A) = sup

b∈B
inf
a∈A
‖a− b‖ . (2)

We denote ‖A‖ = dH(A, 0).
The metric space (KC(Rn), dH) is complete and separable (see [37,38]).
As (Rn, 〈·, ·〉) is a (real) Hilbert space with internal product 〈·, ·〉 and associated norm ‖x‖ =

〈x, x〉
1
2 , we will denote by Sn−1 = {p|p ∈ Rn, ||p|| = 1} the unit sphere of Rn.

The support function of a compact convex set A ∈ KC(Rn) is sA : Sn−1 −→ R defined by

sA(x) = sup{〈x, a〉 |a ∈ A} for all x ∈ Sn−1 (3)

and the following properties are well-known (see [40]):
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Proposition 1. The support function is positively homogeneous: sA(tx) = tsA(x) ∀t ≥ 0, and sub-additive:
sA(x + y) ≤ sA(x) + sA(y); we have

A = {x ∈ Rn| 〈p, x〉 ≤ sA(p) for all p ∈ Rn} (4)

and A ⊆ B ⇐⇒ sA(p) ≤ sB(p) for all p ∈ Rn; with respect to Minkowski operations, we have sA+B(x) =
sA(x) + sB(x), stA(x) = sA(tx) = tsA(x) ∀t ≥ 0, s−A(x) = sA(−x).

We can consider the restriction of the support function on the unit sphere sA : Sn−1 −→ R and
we have

A = {x ∈ Rn| 〈p, x〉 ≤ sA(p) for all p ∈ Sn−1}. (5)

It is possible to see that ([37]))

dH(A, B) = sup{|sA(p)− sB(p)|; p ∈ Sn−1}. (6)

If λ is a measure on Rn such that λ(Sn−1)) =
∫

Sn−1
λ(dp) = 1, a distance is defined by

ρ(A, B) = ||sA − sB|| =
∫

Sn−1

|sA(p)− sB(p)|λ(dp). (7)

For the sets A ∈ KC(Rn), we denote

||A|| = max{x|x ∈ A} = dH(A, 0) (8)

||A||ρ = ρ(A, 0). (9)

The metric space (KC(Rn), ρ) is complete and separable.

Definition 1. For a set A ∈ KC(Rn), the Steiner point is defined by

σA = n
∫

Sn−1

psA(p)λ(dp) (10)

and σA ∈ A. We have that σA+B = σA + σB and σλA = |λ|σA for all A, B ∈ KC(Rn) and for all λ ∈ R.

The usual properties of the distances d ∈ {dH , ρ} apply, e.g., for all A, B, C, D ∈ KC(Rn):
P1. d(A + C, B + C) = d(A, B);
P2. d(A + C, B + D) ≤ d(A, B) + d(C, D);
P3. d2(A, B) = d2(A− σA, B− σB) + d2(σA, σB).

Various attempts to define a difference for compact convex sets, have been proposed in the
literature, following different approaches.

Definition 2. (Hukuhara difference) Given A, B ∈ KC(Rn), the Hukuhara difference (H-difference for short)
is the set C ∈ KC(Rn), if it exists, such that ([5]):

A �H B = C ⇐⇒ A = B + C. (11)

Proposition 2. ∀A, B ∈ KC(Rn) we have that A�H A = 0 and (A+ B)�H B = A; if it exists, H-difference
is unique, but a necessary condition for A �H B to exist is that A contains a translate {c}+ B of B. Except for
special cases, A− B 6= A �H B.
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The attempt to generalize the H-difference and in particular to define it such that it exists
(and possibly it is unique) for any pair of elements A, B ∈ KC(Rn) has been extensively studied
in the literature. The interval case n = 1 has been analyzed and solved by several authors since
the 1970s, in the setting of interval analysis. In particular, S. Markov proposed an interval extended
difference (inner difference) in [1,2,4,41]. The inner-difference, denoted with the symbol “−−”, is
defined by first introducing the inner-sum of A and B

A +− B =

{
X if X solves (−A) + X = B
Y if Y solves (−B) + Y = A

(12)

and the following definition is given:

Definition 3. (Inner difference) Given A, B ∈ KC(Rn), the inner difference is the set C ∈ KC(Rn), if it exists,
defined by

A−− B = A +− (−B). (13)

An analogous definition has been proposed in [12,42], which includes the multidimensional real
intervals and the fuzzy case:

Definition 4. (generalized Hukuhara difference) Let A, B ∈ KC(Rn); the generalized Hukuhara difference
(gH-difference for short) of A and B is the set C ∈ KC(Rn) such that

A �gH B = C ⇐⇒
{

(i) A = B + C
or (ii) B = A− C

. (14)

It is possible that the gH-difference of A, B ∈ KC(Rn), as defined by (14), does not exist (see [12]
for examples). It is not difficult to see that A 	gH B = A −− B; in fact, A +− (−B) = C means
(−A) + C = (−B) i.e., case (ii) of (14), or (−(−B)) + C = A i.e., case (i) of (14). In case (ii) of (14) the
gH-difference is coincident with the H-difference. Thus the gH-difference, or the inner-difference, is a
generalization of the H-difference.

Some properties of �gH are the following (see [12]).

Proposition 3. The gH-difference �gH , if it exists, is unique and has the following properties:
(1) A �gH B = 0 if and only if A = B;
(2) (a) (A + B)�gH B = A; (b) A �gH (A− B) = B;
(3) A �gH B exists if and only if B �gH A exists; and A �gH B = −(B �gH A);
(4) (A �gH B) = (B �gH A) = C if and only if C = −C; and C = 0 if and only if A = B;
(5) If B �gH A exists then at least one of the following equalities A + (B �gH A) = B or B− (B �gH A) = A
holds true;
(6) If B �gH A exists, then (B + D)�gH (A + D) = B �gH A for all D ∈ KC(Rn).

We can express the gH-difference of compact convex sets A, B ∈ KC(Rn) by the use of the support
functions. Consider A, B, C ∈ KC(Rn) with C = A �gH B as defined in (14); let sA, sB, sC and s−C be
the support functions of A, B, C, and −C respectively. In case (i) we have sA = sB + sC and in case (ii)
we have sB = sA + s(−1)C. So, ∀p ∈ Sn−1

sC(p) =

〈
sA(p)− sB(p) in case (i)
s−B(p)− s−A(p) in case (ii)

. (15)

An interesting property relates A �gH B to ρ(A, B) and dH(A, B) and to the Steiner points of A
and B.
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Proposition 4. ([12]) If C = A �gH B exists, then ||A �gH B||ρ = ρ(A, B) and ||A �gH B||H = dH(A, B).
It follows that ||A �gH B|| = 0 ⇐⇒ A = B (for ||.||ρ and ||.||H). If σA, σB and σC are the Steiner
points of A, B and C respectively, then σC = σA − σB. For x, y ∈ Rn we have (A + x)�gH (B + y) =

A �gH B + (x− y).

The following definition gives a well-known equivalence relation between pairs of compact convex
sets (see [17,18,21,23]). Observe first that for any A, B ∈ KC(Rn) there always exist X, Y ∈ KC(Rn)

such that
A + Y = B + X. (16)

For example, Y = B + C and X = A + C give the obvious identity A + B + C = B + A + C for all
C ∈ KC(Rn). We will denote by K2

C(R
n) the Cartesian product space KC(Rn)×KC(Rn).

Definition 5. For pairs (A, B) and (C, D) in K2
C(R

n), the following relation

(A, B) ∼ (C, D) if and only if A + D = B + C (17)

is an equivalence in K2
C(R

n). Given (A, B), the corresponding equivalence class will be denoted by

[(A, B)]Rn = {(C, D)|(A, B) ∼ (C, D) with C, D ∈ KC(Rn)}. (18)

Consider the set of all pairs X, Y ∈ KC(Rn) satisfying (16), i.e.,

[(A, B)]Rn = {(X, Y)|X, Y ∈ KC(Rn) such that A + Y = B + X}. (19)

Proposition 5. For all A, B ∈ KC(Rn), the equivalence class [(A, B)]Rn is a nonempty, closed and convex
subset of K2

C(R
n).

Remark 1. If (A′, B′) ∈ [(A, B)]Rn , from A + B′ = B + A′, the Steiner points satisfy σA + σB′ = σA+B′ =

σB+A′ = σB + σA′ ; it follows that
σA − σB = σA′ − σB′ . (20)

Proposition 6. Let A, B ∈ KC(Rn); the gH-difference A �gH B exists if and only if there exists C ∈ KC(Rn)

such that (C, 0) ∈ [(A, B)]Rn or (0,−C) ∈ [(A, B)]Rn .

Proof. Consider A′, B′ ∈ KC(Rn) satisfying A + B′ = B + A′. If B′ = 0 we have A = B + A′ so that
A �gH B = A′. If A′ = 0 we have A + B′ = B so that A �gH B = B′. Vice versa, if A �gH B exists
according to (14), then one of the two equalities holds

(i) A = B + C, or

(ii) B = A− C

In case (i), set B′ = 0 and A′ = C; in case (ii) set B′ = −C and A′ = 0.

Definition 6. (Radstrom embedding difference) Let A, B ∈ KC(Rn); the difference of A and B can be considered
as the equivalence class [(A, B)]Rn , i.e.

A	∼ B = [(A, B)]Rn . (21)

The pairs (A, B) ∈ K2
C(R

n) of compact convex sets are embedded into the group K2
C(R

n)/∼ of
the classes associated with the equivalence (17); K2

C(R
n)/∼ is endowed with the addition [(A, B)]Rn +

[(C, D)]Rn = [(A + C, B + D)]Rn , and the additive inverse of [(A, B)]Rn is the class [(B, A)]Rn . The
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difference is [(A, B)]Rn − [(C, D)]Rn = [(A− D, B− C)]Rn and (A, A) ∼ (0, 0) for all A ∈ KC(Rn);
[(0, 0)]Rn = {(A, A)| for all A ∈ KC(Rn)} is the zero element in the quotient space K2

C(R
n)/∼.

The Banach space D(Rn) of directed sets in Rn has been introduced in [17,18]; KC(Rn) is
embedded into D(Rn) by a positively linear map Jn : KC(Rn) −→ D(Rn) (see [17,18] for details)
and the directed difference is defined as follows:

Definition 7. (Directed difference) Let A, B ∈ KC(Rn) and let Jn(A), Jn(B) be the corresponding embedded
images of A and B. The directed difference of A and B is defined as the element

A � B = Jn(A)− Jn(B) ∈ D(Rn). (22)

From a general point of view, the embedded-based differences are important, but the visualization
of the resulting set appears to be difficult and not intuitive.

A second series of constructions is based on a geometric approach in the fields of Convex
Geometry, Mathematical Morphology and Set-Valued Analysis; they include Pontryagin-Minkowski
difference ([6,11,40,43]). It is possible that the corresponding differences result in the empty set.

Definition 8. Geometric (Pontryagin) difference: Let A, B ∈ KC(Rn); the geometric difference (also called
star difference) of A and B is the set, if not empty,

A
∗
− B = {x|x + B ⊆ A}. (23)

We have A
∗
− A = 0, but it is possible that A

∗
− B = {0} with A 6= B and A

∗
− B may be empty; its

main properties are (see [40])

(A + B)
∗
− B = A

(A
∗
− B) + B ⊆ A

(A
∗
− B) + C ⊆ (A + C)

∗
− B

(A
∗
− B)

∗
− C = A

∗
− (B + C)

A + B ⊆ C ⇐⇒ A ⊆ C
∗
− B.

Definition 9. (Markov difference [41]): Let A, B ∈ KC(Rn); the inner difference can be obtained in terms of

geometric differences (here, A
∗
− B = ∅ or B

∗
− A = ∅ are allowed) as

A−− B = A +− (−B) (24)

= (A
∗
− B) ∪ (−(B

∗
− A)) (25)

where X +− Y = Z ⇐⇒ (X− Z = Y or Y− Z = X).
In the setting of Non-smooth Analysis and quasi-differential calculus, the following difference of

convex compact sets is constructed by using the support functions of A and B (see [7], Chapter III):

Definition 10. (Demyanov difference) Let A, B ∈ KC(Rn); the Demyanov difference C = A
·
− B is defined to

be the compact convex set C with support function

sC(p) = sup
u∈Rn
{(sA(p + u)− sA(u))− (sB(p + u)− sB(u))}.
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The Demyanov difference is properly defined for any pair of elements A, B ∈ KC(Rn) and

(A + B)
·
− B = A

A = B + C =⇒ (A
·
− B = C and A

·
− C = B)

(A, B) ∼ (A′, B′) =⇒ A
·
− B = A′

·
− B′.

Demyanov difference may result in a “big” set (with respect to A and B) and it is not continuous (as an
operator) in the Pompeiu-Hausdorff metric (see [39]).

3. A General Difference of Compact Convex Sets

Given A ∈ KC(Rn), we can associate to A a family of compact intervals that characterize it.
For x ∈ Rn, the support function sA : Rn−→ R is defined by

sA(x) = max{〈a, x〉 |a ∈ A}. (26)

As a dual for the support function we can consider lA : Rn−→ R defined by

lA(x) = min{〈a, x〉 |a ∈ A}. (27)

The following properties of lA are similar to well-known properties of the support function sA.

Proposition 7. The following properties of lA : Rn−→ R defined by lA(x) = min{〈a, x〉 |a ∈ A} hold true:
(i) lA(x) ≥ −‖A‖ ‖x‖ , ∀x ∈ Rn;
(ii) lA(x) = −sA(−x) and sA(x) = −lA(−x);
(iii) |lA(x)− lA(y)| ≤ ‖A‖ ‖x− y‖ , ∀x, y ∈ Rn i.e., lA is of Lipschitz type;
(iv) If A ⊆ B then lA(x) ≥ lB(x) for all x ∈ Rn;
(v) lco(A∪B)(x) ≤ min{lA(x), lB(x)}, ∀x ∈ Rn.
(vi) dH(A, B) = sup{|lA(x)− lB(x)|; x ∈ Rn}.

Proof. (i) The proof of (i) is obvious since −‖a‖ ‖x‖ ≤ 〈a, x〉 ≤ ‖a‖ ‖x‖ , ∀a ∈ A.
(ii) follows from the remark that if 〈a0, x〉 ≥ 〈a, x〉 , ∀a ∈ A, x ∈ Rn then 〈a0,−x〉 ≤ 〈a,−x〉 , ∀a ∈

A, x ∈ Rn and consequently, min{〈a, x〉 |a ∈ A} = −max{〈a,−x〉 |a ∈ A}.
(iii) follows from (ii) and the Lipschitz property of sA. Indeed, |lA(x) − lA(y)| = |sA(−y) −

sA(−x)| ≤ ‖A‖ ‖x− y‖ .
(iv) If A ⊆ B then {〈a, x〉 |a ∈ A} ⊆ {〈a, x〉 |a ∈ B} and then lA(x) ≥ lB(x).
(v) Since A, B ⊆ co(A ∪ B), from (iv) the required conclusion follows.
(vi) follows easily from (ii) and from Equation (6).

Proposition 8. The dual support function is positive homogeneous and super additive i.e.,
(i) lA(tx) = tlA(x), ∀t ≥ 0, ∀x ∈ Rn;
(ii) lA(x + y) ≥ lA(x) + lA(y), ∀x, y ∈ Rn

Proof. (i) For t ≥ 0 we have

lA(tx) = −sA(−tx) = −tsA(−x) = tlA(x).

(ii) If x, y ∈ Rn then

lA(x + y) = −sA(−x− y) ≥ −sA(−x)− sA(−y) = lA(x) + lA(y).
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The homogeneity property of function lA : Sn−1 −→ R allows considering its restriction to the
unit sphere. The fundamental property of the support function sA is to uniquely be associated with
the set A ∈ KC(Rn). We can get a similar property for lA.

Proposition 9. For every continuous super additive homogeneous function l, there exists a unique non-empty
compact convex set A such that

A = {x ∈ Rn| 〈x, p〉 ≥ l(p) ∀p ∈ Rn}
= {x ∈ Rn| 〈x, p〉 ≥ l(p) ∀p ∈ Sn−1}

Proof. We can write

A = {x ∈ Rn| − 〈x, p〉 ≤ −l(p) ∀p ∈ Rn} = {x ∈ Rn| 〈x,−p〉 ≤ s(−p) ∀p ∈ Rn}.

and the proposition follows from the similar property of the support function.

We define for each p ∈ Rn, the compact intervals

IA(p) = [lA(p), sA(p)]. (28)

We will show in what follows that the family of intervals IA = {IA(p)|p ∈ Rn} characterizes
(uniquely) any given set A ∈ KC(Rn).

Proposition 10. Let A, B ∈ KC(Rn); then

A ⊆ B ⇐⇒ IA(p) ⊆ IB(p) for all p ∈ Rn (29)

and, consequently,
A = B ⇐⇒ IA(p) = IB(p) for all p ∈ Rn. (30)

Proof. Consider p ∈ Rn and the intervals IA(p) = [lA(p), sA(p)] and IB(p) = [lB(p), sB(p)] associated
with A and B respectively; we know that A ⊆ B is equivalent to lA(p) ≥ lB(p) and sA(p) ≤ sB(p),
i.e., to IA(p) ⊆ IB(p).

Lemma 1. Let A ∈ KC(Rn). Then, the interval-valued function IA : Rn −→ KC(R) is continuous and has
the following properties:
1. IλA(p) = λIA(p) = IA(λp) for all p ∈ Rn and all λ ∈ R (homogeneity);
2. IA(p + q) ⊆ IA(p) + IA(q) for all p, q ∈ Rn (sub additivity).

Proof. Since both lA and sA are continuous, and since continuity of interval valued functions in the
Pompeiu-Hausdorff distance is the same as continuity of the functions giving the endpoint of the
function, the continuity of IA follows. If λ ≥ 0 then

IλA(p) = [lλA(p), sλA(p)] = [lA(λp), sA(λp)] = λ[lA(p), sA(p)] = IA(λp).

Also,
IA(−p) = [lA(−p), sA(−p)] = [−sA(p),−lA(p)] = −IA(p).

Finally combining these results we obtain homogeneity for any λ ∈ R. The super-additivity of lA,
combined with the sub-additivity of sA, leads to

lA(p) + lA(q) ⊆ lA(p + q) ≤ sA(p + q) ≤ sA(p) + sA(q)

which implies IA(p + q) ⊆ IA(p) + IA(q).



Axioms 2019, 8, 48 9 of 30

Homogeneity with respect to all the variables is a plus compared with the classical theories
involving only the support function.

Corollary 1. Let A, B ∈ KC(Rn); then,
(i) IA+B(p) = IA(p) + IB(p), ∀p ∈ Rn.
(ii) For any λ, µ ∈ R and for all p ∈ Rn

IλA+µB(p) = λIA(p) + µIB(p).

Proof. (i) We have IA+B(p) = [lA+B(p), sA+B(p)] = [lA(p) + lB(p), sA(p) + sB(p)] = IA(p) + IB(p).
(ii) follows from (i) and homogeneity.

The fundamental property of the support interval is

Theorem 1. The family of intervals {I(p)| p ∈ Sn−1} such that I is a continuous, homogeneous and
sub-additive interval-valued function, uniquely determines the compact convex set

A = {x ∈ Rn| 〈x, p〉 ∈ I(p) ∀p ∈ Sn−1}. (31)

Proof. Let I(p) = [l(p), s(p)] for p ∈ Sn−1; given I homogeneous and sub-additive, we obtain that
the functions l(p), s(p) are continuous and positively homogeneous. Also, l is super-additive and s is
sub-additive Then l determines a compact convex set A = {x ∈ Rn| 〈x, p〉 ≥ l(p) ∀p ∈ Sn−1} and s
determines the compact convex set A′ = {x ∈ Rn| 〈x, p〉 ≤ s(p) ∀p ∈ Sn−1}. Since I is homogeneous
it follows that I(−p) = −I(p) i.e., [l(−p), s(−p)] = [−s(p),−l(p)] that is l(p) = −s(−p). Then we
can easily see that 〈x, p〉 ≥ l(p) is equivalent with 〈x,−p〉 ≤ −l(p) = s(−p), ∀p ∈ Sn−1) i.e., A = A′.
We conclude

A = A′ = A ∩ A′ = {x ∈ Rn| 〈x, p〉 ∈ [l(p), s(p)] ∀p ∈ Sn−1}.

The following gH-differences for intervals are well defined ∀p ∈ Sn−1

IA,B(p) = IA(p)	gH IB(p) and

IB,A(p) = IB(p)	gH IA(p) = −IA,B(p)

and we have

IA,B(p) =
[

I−A,B(p), I+A,B(p)
]
∀p ∈ Sn−1 (32)

with

I−A,B(p) = min{lA(p)− lB(p), sA(p)− sB(p)}
I+A,B(p) = max{lA(p)− lB(p), sA(p)− sB(p)}.

In midpoint notation, we can write

IA,B(p) =
(

ÎA(p)− ÎB(p);
∣∣IA(p)− IB(p)

∣∣) , ∀p ∈ Sn−1 (33)

i.e.,

ÎA,B(p) = ÎA(p)− ÎB(p)

IA,B(p) =
∣∣IA(p)− IB(p)

∣∣
where ÎA(p) = lA(p)+sA(p)

2 and IA(p) = sA(p)−lA(p)
2 are the midpoint and the radius of interval IA(p)

(similarly for ÎB(p) and IB(p)).
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We will use the interval-valued function IA,B defined above throughout the paper. Its first property
is given by the following result.

Lemma 2. For any A, B ∈ KC(Rn) and for all p ∈ Rn, the following inclusions are true{
IA(p) ⊆ IB(p) + IA,B(p)
IB(p) ⊆ IA(p)− IA,B(p) = IA(p) + IB,A(p).

(34)

Proof. Let p ∈ Rn be fixed; from the definition of gH-difference between real intervals, we have that
one of the two cases (a) IA(p) = IB(p) + IA,B(p) or (b) IB(p) = IA(p)− IA,B(p) is true. In case (a),
we obtain IA(p)− IA,B(p) = IB(p) + IA,B(p)− IA,B(p) and from 0 ∈ IA,B(p)− IA,B(p) we conclude
that for all β ∈ IB(p) also β + 0 = β ∈ IA(p)− IA,B(p) and IB(p) ⊆ IA(p)− IA,B(p); we conclude that
in case (a), we have

(a)

{
IA(p) = IB(p) + IA,B(p)
IB(p) ⊆ IA(p)− IA,B(p).

With a similar reasoning, we can see that if (b) is true, then we deduce IA(p) ⊆ IB(p) + IA,B(p) and

(b)

{
IB(p) = IA(p)− IA,B(p)
IA(p) ⊆ IB(p) + IA,B(p).

From (a) and (b) we conclude the proof.

Lemma 3. For any A, B ∈ KC(Rn) we have

dH(A, B) = sup{
∣∣∣I−A,B(p)

∣∣∣ ; p ∈ Sn−1}

= sup{
∣∣∣I+A,B(p)

∣∣∣ ; p ∈ Sn−1}.

Proof. The proof is immediate.

Lemma 4. Let p ∈ Rn and consider the set

KA,B(p) = {x ∈ Rn| 〈x, p〉 ∈ IA,B(p)}; (35)

for any p ∈ Rn the set KA,B(p) is closed and convex.

Proof. KA,B(p) is closed because each IA,B(p) is closed. To show that KA,B(p) is convex, let x′, x′′ ∈ Rn

be such that 〈x′, p〉 , 〈x′′, p〉 ∈ IA,B(p) (and x′, x′′ ∈ KA,B(p) ); then, for all λ ∈ [0, 1] we have I−A,B(p) ≤
〈(1− λ)x′ + λx′′, p〉 ≤ I+A,B(p); it follows that (1− λ) 〈x′, p〉+ λ 〈x′′, p〉 ∈ IA,B(p) and (1− λ)x′+
λx′′ ∈ KA,B(p).

Consider now the following set, based on the interval-valued function IA,B:

DA,B =
⋂

p∈Sn−1

KA,B(p). (36)

Clearly, DA,B may be the empty set, if the closed convex sets KA,B(p) do not intersect for different
values of p ∈ Rn (they intersect pairwise, but intersection of three of them may be empty). In any case,
DA,B has the following property:
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Proposition 11. Let A, B ∈ KC(Rn); the convex (possibly empty) set

DA,B =
{

x ∈ Rn| 〈x, p〉 ∈ IA,B(p) ∀p ∈ Sn−1
}

(37)

is compact and such that DA,B ⊆ C, for all sets C ∈ KC(Rn) with

A ⊆ B + C and B ⊆ A− C. (38)

Proof. If DA,B is empty, then obviously DA,B ⊆ C. Suppose that DA,B is a nonempty closed convex set.
To see that it is compact, consider that the interval-valued function IA,B is uniformly bounded; in fact
its norm is bounded by diam(A) + diam(B). In terms of support functions, we have sA ≤ sB + sC and
sB ≤ sA + s−C, i.e., sC ≥ sA − sB and sC ≥ lA − lB; on the other hand, for all p ∈ Sn−1, the support
function of DA,B is such that I−A,B(p) ≤ sDA,B(p) ≤ I+A,B(p) and from I+A,B = max{lA − lB, sA − sB} it
follows that sDA,B ≤ sC and consequently DA,B ⊆ C.

Corollary 2. A similar result is true for the interval-valued function IB,A : Rn −→ KC(R); it defines the
convex compact set (it may be empty)

DB,A =
{

x ∈ Rn| 〈x, p〉 ∈ IB,A(p) ∀p ∈ Sn−1
}

(39)

such that DB,A = −DA,B and DB,A ⊆ C for all nonempty compact convex sets C with A ⊆ B − C and
B ⊆ A + C.

Proof. It is easy to prove that DB,A = −DA,B; indeed, we have IB,A(p) = −IA,B(p) so that x ∈ DB,A
means 〈x, p〉 ∈ IB,A(p) ∀p ∈ Sn−1; it follows that 〈−x, p〉 ∈ IA,B(p) ∀p ∈ Sn−1 i.e., −x ∈ DA,B.
Analogously, if y ∈ DA,B we also have −y ∈ DB,A. The rest of the proof is immediate from
Proposition 11.

The set DA,B (and similarly DB,A) does not satisfy, in general, the two inequalities in (38); but we
can see that the gH-difference A	gH B, if it exists, satisfies (38):

Proposition 12. Let A, B ∈ KC(Rn) and suppose that the gH-difference A 	gH B exists; then we have
A	gH B = DA,B and B	gH A = DB,A; furthermore we have that

A ⊆ B + DA,B , B ⊆ A− DA,B, with at least one equality (40)

A ⊆ B− DB,A , B ⊆ A + DB,A, with at least one equality. (41)

Proof. We consider only C = A 	gH B; for the difference B 	gH A the proof is analogous. From
the definition of gH-difference, we have (i) A = B + C or (ii) B = A− C. In case (i), consider any
b ∈ B; there exist a ∈ A and c ∈ C such that a = b + c so that B ⊆ A − C; in case (ii), consider
any a ∈ A; there exist b ∈ B and c ∈ C such that b = a − c so that A ⊆ B + C. It follows that C
satisfies (38) and so DA,B ⊆ C. To complete the proof, it remains to show that also C ⊆ DA,B. In case
(i), from A = B + C and B ⊆ A− C, using the properties of the support functions and inverse support
functions, we have sA = sB + sC, lA = lB + lC and sB ≤ sA + s−C, lB ≥ lA + l−C; then sC = sA − sB,
lC = lA − lB and lC = −s−C ≤ sA − sB, sC = −l−C ≥ lA − lB; it follows that lA − lB ≤ sA − sB and
the interval-valued function IA,B is given by IA,B = [lA − lB, sA − sB] ⊇ IC = [lC, sC]; we conclude
that in case (i), also the inclusion C ⊆ DA,B holds and C = DA,B. In case (ii), from B = A− C and
A ⊆ B + C, due to the properties of support and inverse-support functions, we have sB = sA + s−C,
lB = lA + l−C and sA ≤ sB + sC, lA ≥ lB + lC; then sC = −l−C = lA − lB, lC = −s−C = sA − sB and
lC ≤ lA − lB, sC ≥ sA − sB; it follows that lA − lB ≥ sA − sB and the interval-valued function IA,B is
given by IA,B = [sA − sB, lA − lB] ⊇ IC = [lC, sC]; we conclude that also in case (ii), C = DA,B.
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From the results above, we can conclude the following facts:

Theorem 2. Let A, B ∈ KC(Rn); the gH-difference exists if and only if there exists a set C ∈ KC(Rn) such
that the following inclusions are valid{

A = B + C
B ⊆ A− C

or

{
A ⊆ B + C
B = A− C

and the set C is such that

∀C′ ∈ KC(Rn),

{
A ⊆ B + C′

B ⊆ A− C′
=⇒ C ⊆ C′.

Furthermore, the set C is unique and

A	gH B = C = {x ∈ Rn| 〈x, p〉 ∈ IA,B(p) for all p ∈ Sn−1}.

The New Difference

The proposed construction of a generalized difference for compact convex sets, when the
gH-difference A	gH B does not exist, is essentially based on the characterization of the gH-difference
expressed by Theorem 2.

Lemma 5. Let A, B, C ∈ KC(Rn); then{
A ⊆ B + C
B ⊆ A− C

⇐⇒ IA,B ⊆ IC. (42)

Proof. We have, in terms of support s(·) and dual support l(·),

A ⊆ B + C ⇐⇒
{

sA ≤ sB + sC
lA ≥ lB + lC

⇐⇒
{

sC ≥ sA − sB
lC ≤ lA − lB

and

B ⊆ A− C ⇐⇒
{

sB ≤ sA−C = sA − lC
lB ≥ lA−C = lA − sC

⇐⇒
{

lC ≤ sA − sB
sC ≥ lA − lB

;

the two conditions are equivalent to sC ≥ max{sA − sB, lA − lB} and lC ≤ min{sA − sB, lA − lB},
i.e., to IA,B ⊆ IC.

Definition 11. Let A, B ∈ KC(Rn) and consider the following family of sets

D(A, B) = {C|C ∈ KC(Rn), A ⊆ B + C, B ⊆ A− C} (43)

= {C|C ∈ KC(Rn), IA,B ⊆ IC}

where IA,B and IC are the interval-valued functions defined in (32) and (28), respectively. The set D(A, B)
will be called the (generic) difference set of the pair (A, B). It is immediate that D(B, A) = −D(A, B),
i.e., C ∈ D(A, B) if and only if −C ∈ D(B, A).

The new generalized difference will be defined as an element of the family D(A, B), by requiring
appropriate additional conditions. Firstly, observe a convexity property of D(A, B).
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Proposition 13. For any A, B ∈ KC(Rn), the set D(A, B) is a convex subset of KC(Rn), in the sense that
∀C′, C′′ ∈ D(A, B) and ∀λ ∈ [0, 1] we have Cλ = λC′ + (1− λ)C′′ ∈ D(A, B).

Proof. It is immediate that Cλ ∈ KC(Rn); we have A ⊆ B + C′, B ⊆ A− C′, A ⊆ B + C′′, B ⊆ A− C′

(equivalently, IA,B ⊆ IC′ , IA,B ⊆ IC′′ ). Then, from λ ≥ 0, 1− λ ≥ 0:
λA ⊆ λ(B + C′) = λB + λC′, (1− λ)A ⊆ (1− λ)(B + C′′) = (1− λ)B + (1− λ)C′′ and
λB ⊆ λ(A−C′) = λA− λC′, (1− λ)B ⊆ (1− λ)(A−C′′) = (1− λ)A− (1− λ)C′′; from the property
X ⊆ Y =⇒ X + Z ⊆ Y + Z, we get
λA + (1− λ)A ⊆ λB + λC′ + (1− λ)B + (1− λ)C′′,
λB + (1− λ)B ⊆ λA− λC′ + (1− λ)A− (1− λ)C′′ and from the convexity of A, B, we deduce λA +

(1− λ)A = A, λB + (1− λ)B = B so that A ⊆ B + Cλ, B ⊆ A− Cλ. Equivalently, we can show that
IA,B ⊆ ICλ

; we have λIA,B ⊆ λIC′ and (1− λ)IA,B ⊆ (1− λ)IC′′ so that IA,B = λIA,B + (1− λ)IA,B ⊆
λIC′ + (1− λ)IC′′ = IλC′ + I(1−λ)C′′ = IλC′+(1−λ)C′′ = ICλ

. The conclusion follows.

Example 1. As an example in R2, let A = [0, 1]2 and B = {(x, x)|x ∈ [0, 1]} so that B is the diagonal
of A connecting point (0, 0) to point (1, 1). It is easy to see that C0 = {(0, x)|x ∈ [−1, 1]} and
C1 = {(x, 0)|x ∈ [−1, 1]} are elements of D(A, B); then, all the sets Ct = (1 − t)C0 + tC1, t ∈ [0, 1],
belong to D(A, B).

Theorem 3. Given A, B ∈ KC(Rn), let A′, B′ ∈ KC(Rn) be any pair of sets such that (A, B) ∼ (A′, B′);
then D(A′, B′) = D(A, B) i.e., the difference set is the same for all the pairs equivalent to (A, B).

Proof. From (A, B) ∼ (A′, B′) we have A + B′ = B + A′. If C ∈ D(A, B) we have A ⊆ B + C,
B ⊆ A− C so that B+ A′ = A+ B′ ⊆ B+C+ B′ and A+ B′ = B+ A′ ⊆ A−C+ A′, i.e., B+ A′ ⊆ B+

C+ B′ and A+ B′ ⊆ A−C+ A′; applying the cancellation rule we obtain A′ ⊆ B′+C and B′ ⊆ A′−C.
Equivalently, from the properties of the support functions, we have lA(p) + lB′(p) = lB(p) + lA′(p),
sA(p) + sB′(p) = sB(p) + sA′(p) and IA′ ,B′(p) = IA,B(p). It follows that D(A′, B′) = D(A, B).

Each element of C ∈ D(A, B) has properties analogous to the gH-difference and, when A	gH B
exists, we have that D(A, B) = {A	gH B} contains only one element; but for general sets A, B, there
exist an infinite number of such “differences”.

To reduce the cardinality of D(A, B), we have to add some restricting conditions, such as
“minimality” requirements.

The first minimality condition is based on set inclusion.

Definition 12. We say that C ∈ D(A, B) is minimal with respect to set inclusion (inclusion-minimal for short)
if no C′ ∈ D(A, B) exists with C′ ⊂ C.
The set of all elements of D(A, B) with the inclusion-minimality property will be denoted by Dincl(A, B); it is
immediate that Dincl(B, A) = −Dincl(A, B).

Remark 2. By Theorem 3, if (A, B) and (A′, B′) are equivalent pairs, then

Dincl(A, B) = Dincl(A′, B′).

Remark 3. If C′, C′′ ∈ D(A, B), we always have that also C = conv(C′ ∪ C′′) is an element of D(A, B);
indeed, we obtain B + C = B + conv(C′ ∪ C′′) ⊇ B + (C′ ∪ C′′) = (B + C′) ∪ (B + C′′) ⊇ A ∪ A =

A and A − C = A − conv(C′ ∪ C′′) ⊇ A − (C′ ∪ C′′) = (A − C′) ∪ (A − C′′) ⊇ B ∪ B = B and
IC = Iconv(C′∪C′′) ⊇ IC′∪C′′ ⊇ IC′ ⊇ IA,B.
It follows that unions (or convex hulls of unions) of elements of Dincl(A, B) cannot belong to Dincl(A, B) itself,
producing a first reduction of elements with respect to D(A, B).
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The second minimality condition is based on set pseudo-norm ‖X‖ (Pompeiu-Hausdorff distance
to origin, also called the magnitude of X)

‖X‖ = dH(X, 0), X ∈ KC(Rn). (44)

Definition 13. We say that C ∈ D(A, B) is minimal with respect to set magnitude (norm-minimal for short) if
no C′ ∈ D(A, B) exists with ‖C′‖ < ‖C‖.
The set of all elements of D(A, B) with the norm-minimality property will be denoted by Dnorm(A, B). It is
immediate that Dnorm(B, A) = −Dnorm(A, B).
Furthermore, there exists a real number α(A, B) ≥ 0, depending only on A and B, such that

‖C‖ = α(A, B) for all C ∈ Dnorm(A, B); (45)

clearly, 0 ≤ α(A, B) ≤ ‖A− B‖, because A− B ∈ D(A, B).

Remark 4. By Theorem 3, if (A, B) and (A′, B′) are equivalent pairs, then

Dnorm(A, B) = Dnorm(A′, B′).

Remark 5. An analogous norm-minimality condition can be given by considering a different distance on
KC(Rn), e.g., ‖X‖ρ = ρ(X, 0), X ∈ KC(Rn) or others, depending on the application at hand. A possibly
different construction can be obtained by requiring minimality with respect to the diameter of the elements of
D(A, B); the diameter of C is defined by

diam(C) = ‖C− C‖
= max

{∥∥c′ − c′′
∥∥ ; c′, c′′ ∈ C

}
(C− C is usually called the difference body of C).

Example 2. If A, B and Ct, t ∈ [0, 1], are as in Example 1, then C0+C1
2 ∈ Dnorm(A, B). Also the 2d-segment

conv{u, v} where u = ( 1
2 ,− 1

2 ), v = (− 1
2 , 1

2 ) is an element of Dnorm(A, B) and α(A, B) =
√

2
2 . This is a case

where the gH-difference does not exist, and Dnorm(A, B) contains several elements.

An interesting property of Dnorm(A, B) is that it inherits the convexity from D(A, B).

Proposition 14. For any A, B ∈ KC(Rn), the set Dnorm(A, B) is a convex subset of D(A, B).

Proof. Let C′, C′′ ∈ D(A, B) and λ ∈ [0, 1]. We know that Cλ = λC′ + (1− λ)C′′ ∈ D(A, B) and
it remains to show that Cλ is H-norm-minimal. We have ‖C′‖ = ‖C′′‖ = α(A, B) and ‖X‖ >

α(A, B) for all X ∈ D(A, B) with X /∈ Dnorm(A, B). For Cλ it is ‖Cλ‖ ≤ λ ‖C′‖ + (1− λ) ‖C′′‖ =

λα(A, B) + (1− λ)α(A, B) = α(A, B), but strict inequality is not possible because α(A, B) is defined by
H-norm minimality (if ‖Cλ‖ < α(A, B) then C′ and C′′ are not minimal). It follows that ‖Cλ‖ = α(A, B)
for all λ, i.e., Dnorm(A, B) is convex.

A very interesting property of norm-minimality is related to the definition of α(A, B) in
Equation (45) as the common magnitude of all the elements of Dnorm(A, B); an interpretation of
α(A, B) is that Dnorm(A, B) is a convex subset of the “sphere” in KC(Rn) of radius α(A, B) (and it
coincides with the origin 0 = {0} if α(A, B) = 0, i.e., when A = B).

More precisely, α(A, B) coincides with the Pompeiu-Hausdorff distance in KC(Rn).

Theorem 4. For all A, B, C ∈ KC(Rn) we have
(1) α(A, B) ≥ 0;
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(2) α(A, B) = 0 if and only if A = B;
(3) α(B, A) = α(A, B);
(4) α(A, B) ≤ α(A, C) + α(C, B).
Furthermore,
(5) α(A, B) = dH(A, B).

Proof. Clearly, validity of (5) will imply (1)–(4); but it is interesting to prove them independently of
equality (5).
Non-negativity (1) is obvious.
For (2), C = 0 is the unique element of Dnorm(A, A) and α(A, A) = 0; on the other hand, if α(A, B) = 0
then C ∈ Dnorm(A, B) has ‖C‖ = 0 and C = 0, with the consequence that A ⊆ B + 0 = B and
B ⊆ A− 0 = A, i.e., A = B.
The proof of (3) follows immediately from the equalities Dnorm(B, A) = −Dnorm(A, B) and ‖C‖ =

‖−C‖.
To prove (4), let X ∈ Dnorm(A, B), Y ∈ Dnorm(A, C) and Z ∈ Dnorm(C, B) with

‖X‖ = α(A, B) , ‖Y‖ = α(A, C) , ‖Z‖ = α(C, B);

from A ⊆ C + Y and C ⊆ B + Z we obtain A ⊆ B + (Y + Z); from B ⊆ C − Z and C ⊆ A− Y we
obtain B ⊆ A− (Y + Z). It follows that{

A ⊆ B + (Y + Z)
B ⊆ A− (Y + Z)

and Y + Z ∈ D(A, B). By the norm-minimality of X ∈ D(A, B), we then have

α(A, B) = ‖X‖ ≤ ‖Y + Z‖ ≤ ‖Y‖+ ‖Z‖ = α(A, C) + α(C, B).

Now we prove (5). Consider the Pompeiu-Hausdorff distance; it is well-known that

dH(A, B) = inf{r ≥ 0|A ⊆ B + rB and B ⊆ A + rB}

where B = {x; ‖x‖ ≤ 1} denotes the unit compact (convex) ball of Rn. From the fact that rB = −rB,
we have rB ∈ D(A, B) for all r ≥ dH(A, B) and consequently, by the norm minimality of C ∈ D(A, B),

α(A, B) ≤ ‖rB‖ ≤ ‖dH(A, B)B‖ = dH(A, B) ‖B‖ = dH(A, B).

Finally, to prove the reverse inequality, consider the interval valued function IA,B defined by (33). It is

obvious that α(A, B) = sup{
∣∣I+C (p)

∣∣ ; p ∈ Sn−1} ≥ max{
∣∣∣I+A,B(p)

∣∣∣ , ∣∣∣I−A,B(p)
∣∣∣} for all p ∈ Sn−1 (this is

implied by the inclusion (42)); on the other hand, we have dH(A, B) = sup
{∣∣∣I+A,B(p)

∣∣∣ ; p ∈ Sn−1
}
=

sup
{∣∣∣I−A,B(p)

∣∣∣ ; p ∈ Sn−1
}

and it follows that α(A, B) is an upper bound for dH(A, B).

With a small abuse of terminology, any element C ∈ KC(Rn) of the families Dnorm(A, B) or
Dincl(A, B) will be called a generalized difference of A and B, with the corresponding minimality
property.

The following property of Dnorm(A, B) allows defining a unique set, by collecting all the elements
of Rn that belong to at least one set in Dnorm(A, B); such set will play the role of the total difference of
A and B:

Proposition 15. Let A, B ∈ KC(Rn) and let X, Y ∈ Dnorm(A, B); then conv(X ∪Y) ∈ Dnorm(A, B).
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Proof. Lets denote for simplicity X ∨Y = conv(X ∪Y); from A ⊆ B + X, A ⊆ B + Y, we obtain

A ⊆ (B + X) ∪ (B + Y) = B + (X ∪Y) ⊆ B + (X ∨Y)

and from B ⊆ A− X and B ⊆ A−Y we obtain

B ⊆ (A− X) ∪ (A−Y) = A− (X ∪Y) ⊆ A− (X ∨Y).

It follows that (X ∨ Y) ∈ D(A, B). On the other hand, we have ‖X‖ = ‖Y‖ = α(A, B) and, from the
properties of the Pompeiu-Hausdorff distance (see Section 1.8 in [40])

dH(conv(X), conv(Y)) ≤ dH(X, Y)

dH(X ∪Y, X′ ∪Y′) ≤ max{dH(X, X′), dH(Y, Y′)} ,

we obtain

‖X ∨Y‖ = dH(conv(X ∪Y), 0) ≤ dH(X ∪Y, 0∪ 0)

≤ max{dH(X, 0), dH(Y, 0)} = max{‖X‖ , ‖Y‖} = α(A, B);

from the minimality of X and Y it follows that ‖X ∨Y‖ = α(A, B) and we conclude that X ∨ Y ∈
Dnorm(A, B).

The closure of Dnorm(A, B) with respect to convex unions of its elements, combined with
Theorem 4, allows the following definition:

Definition 14. Let A, B ∈ KC(Rn) be given. The following convex set always exists and is unique

A	t B = cl
(

conv
⋃
{C|C ∈ Dnorm(A, B)}

)
. (46)

A	t B ∈ KC(Rn) has the following basic properties:
(1) A ⊆ B + A	t B;
(2) B ⊆ A− A	t B;
(3) A	t B ⊆ A− B;
(4) A	t B is norm-minimal with respect to D(A, B);
(5) A	t B = 0 if and only if A = B;
(6) B	t A = −(A	t B);
(7) if the gH-difference exists then A	gH B = A	t B;
(8) the magnitude of A	t B coincides with the Pompeiu-Hausdorff distance, i.e., ‖A	t B‖ = α(A, B) =
dH(A, B).
The set A	t B ∈ KC(Rn) will be called the total gH-difference of A and B (t-difference for short).

From property (8) of the t-difference A 	t B we also deduce its continuity with respect to
Pompeiu-Hausdorff distance.

Proposition 16. Let (Ak)k∈N and (Bk)k∈N be sequences in KC(Rn) and let A, B ∈ KC(Rn) such that
lim Ak = A and lim Bk = B in the Pompeiu-Hausdorff metric. Then, the following limit exists and

lim (Ak 	t Bk) = (A	t B). (47)

Proof. For all k ∈ N we have

dH(Ak, Bk) ≤ dH(Ak, A) + dH(A, B) + dH(B, Bk)
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and
dH(A, B) ≤ dH(A, Ak) + dH(Ak, Bk) + dH(Bk, B).

Then, lim sup dH(Ak, Bk) ≤ dH(A, B) and dH(A, B) ≤ lim inf dH(Ak, Bk); combining with inequality
lim inf dH(Ak, Bk) ≤ lim sup dH(Ak, Bk) we have the existence of lim dH(Ak, Bk) = dH(A, B) and
the conclusion follows from property (8) of t-difference: dH(Ak, Bk) = ‖Ak 	t Bk‖ and dH(A, B) =

‖A	t B‖.

Remark 6. Considering the set of differences belonging to both Dincl(A, B) and Dnorm(A, B), we define the
nonempty family

Ddi f f (A, B) = Dincl(A, B) ∩Dnorm(A, B).

The elements C ∈ Ddi f f (A, B) satisfy the following five properties, with respect to the resolvability of equation
"b + x = a" with elements a ∈ A and b ∈ B:

G1a. ∀a ∈ A, ∃b ∈ B, ∃x ∈ C such that a = b + x, i.e., A ⊆ B + C;
G1b. ∀b ∈ B, ∃a ∈ A, ∃x ∈ C such that b = a− x, i.e., B ⊆ A− C;
G1c. ∀x ∈ C, ∃a ∈ A, ∃b ∈ B such that x = a− b, i.e., C ⊆ A− B;
G2. C has the inclusion-minimality property: no other C′ ⊂ A− B exists with the properties G1a,

G1b and G1c and C′ ⊂ C.
G3. C has the magnitude-minimality property: no other C′ ⊂ A− B exists with the properties G1a,

G1b and G1c and ‖C′‖ < ‖C‖.
The interpretation of the properties above is interesting: each set C ∈ Ddi f f (A, B) is a minimal set (in

the sense of inclusion and magnitude) that allows obtaining all elements a ∈ A as a = b + c for some pairs
(b, c) ∈ B× C and all elements b ∈ B as b = a− c for some pairs (a, c) ∈ A× C.

Remark 7. As is seen in [12], a necessary and sufficient condition for the existence of gH-difference of
multidimensional compact intervals (boxes) A, B ⊂ Rn is that A contains a translate of B or B contains
a translate of A; clearly, if A	gH B exists for boxes, it is itself a box. It is interesting to observe that in general,
the total difference A	t B of boxes is not a box. Consider, e.g., the two boxes A, B ∈ R2 as from Remark 2.7
in [35], A = [1, 2]× [−2, 1] and B = [−2, 1]× [1, 2] for which the gH-difference does not exist; it is easy to see
that A	t B = conv{(1,−3), (3,−1)} is a segment and not a box. On the other hand, both interval-valued
gH-differences [1, 2]	gH [−2, 1] = [1, 3] and [−2, 1]	gH [1, 2] = [−3,−1] exist (of different type). It is not
difficult to prove that in general, for boxes A = A1× ...× An and B = B1× ...× Bn, the box C = C1× ...×Cn

where Ci = Ai 	gH Bi, i = 1, 2, ..., n, is the smallest box (in the sense of inclusion) such that C ∈ D(A, B).
This suggests that for some applications, a t-difference can be defined with the requirement that it belongs to
specific families of sets.

4. Computation of the New Difference

The final step of our proposal for a new difference of compact convex sets, is a way to determine or
to approximate one of the elements of Dnorm(A, B). First of all, observe that when H-difference A	H B
exists (i.e., A = B + A	H B) or gH-difference exists (i.e., A = B + A	gH B or B = A− A	gH B), then
the family Dnorm(A, B) = {A	gH B} has only one element. In other situations, there is no guarantee
that Dnorm(A, B) contains only one element and the problem of determining one of them is important.
It is also possible that Dnorm(A, B) is a singleton but gH-difference does not exist (see Example 1).

We can mention more that one possible approach:
(1) Chose any element C ∈ Dnorm(A, B);
(2) Chose an element C ∈ Dincl(A, B) with minimal norm ‖C‖;
(3) Chose an element C ∈ Dincl(A, B) such that for some λ ∈ [0, 1], the quantity (1− λ)dH(A, B +

C) + λdH(B, A− C) is minimal.
We have immediately a geometric interpretation of the generalized difference (as a family of sets)

in terms of the family of the interval-valued functions {IC|C ∈ Dnorm(A, B)}. We can see that each IC is
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a sub-additive “envelope” of the interval-valued function IA,B. In particular, an homogeneous (so we
can restrict its domain to the unit sphere of Rn) sub-additive envelope has a minimality property,
similar to the property for the standard convex envelope.

Definition 15. We say that a sub-additive homogeneous interval-valued function I : Rn−→KC(R) is a
homogeneous sub-additive envelope of a homogeneous interval-valued function J : Rn−→KC(Rn) if and only if
(1) interval I(p) contains interval J(p), for all p ∈ Sn−1,
(2) there is no other I′ with property (1) and with I′(p) contained in I(p) for all p ∈ Sn−1

If J is sub-additive, then I = J is its unique sub-additive envelope.
There always exists a sub-additive envelope of any homogeneous interval-valued function J :

Rn−→KC(R).
In general, the sub-additive envelope is not unique.

Proposition 17. Let A, B ∈ KC(Rn) and consider the interval-valued function IA,B; let I : Rn −→ KC(R)
be any continuous sub-additive envelope of the interval-valued function IA,B; then, the compact convex set C
defined by I is an element of Dincl(A, B), i.e., I = IC for some C ∈ Dincl(A, B).

Proof. Let I(p) = [l(p), s(p)] for all p ∈ Sn−1. We have

l(p) ≤ I−A,B(p) = min{lA(p)− lB(p), sA(p)− sB(p)}
s(p) ≥ I+A,B(p) = max{lA(p)− lB(p), sA(p)− sB(p)};

the inclusion A ⊆ B + C, in terms of support functions, is equivalent to sA(p) ≤ sB(p) + s(p) and
lA(p) ≥ lB(p) + l(p), i.e., to s(p) ≥ sA(p)− sB(p) and l(p) ≤ lA(p)− lB(p) and both are satisfied by
the requirement that I(p) contains IA,B(p) for all p; similarly, the inclusion B ⊆ A− C is equivalent to
sB ≤ sA − lC and lB ≥ lA − sC and both are satisfied. Finally, the inclusion-minimality of C is given by
the second requirement for a sub-additive envelope.

A computable solution, easy to implement for Rn with small n = 2, 3, is based on the following

Proposition 18. Let A, B ∈ KC(Rn) and consider the difference family Dincl(A, B). Consider the set of
nonnegative functions β : Sn−1 −→ R+ ∪ {0} such that I+A,B(p) + β(p), for p ∈ Sn−1, is a support function
(i.e., its homogeneous extension to Rn is convex), and define the continuous functions

Φ(β) =
∫

Sn−1

β(p)λ(dp), (48)

Ψ(β) = max
p∈Sn−1

∣∣∣I+A,B(p) + β(p)
∣∣∣ , (49)

for functions β such that

s(p) = I+A,B(p) + β(p) is a support function. (50)

Then, the minimization problem

min Φ(β) (or min Ψ(β) ) (51)

s.t.

0 ≤ β(p) ≤ sA(p)− lB(p)− I+A,B(p) for p ∈ Sn−1

I+A,B(p) + β(p) is a support function

has a solution β∗(p), p ∈ Sn−1 and the compact convex set C∗ with support function s∗(p) = I+A,B(p) + β∗(p)
is an element of the difference set Dincl(A, B).
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Proof. The feasible set of problem (P) is not empty, e.g., γ(p) = sA(p)− lB(p)− I+A,B(p) for p ∈ Sn−1

is feasible and I+A,B(p) + γ(p) is the support function of the difference A− B. For the same reason,
problem (P) is bounded and an optimal solution exists by the continuity of the functional Φ(·)
(or Ψ(·)). Consider that for all feasible functions β(·), we have that Φ(β) represents a distance
between the support function I+A,B(p) + β∗(p) and the function I+A,B(p) and problem (P) determines a
continuous convex envelope of intervals IA,B(p) (the corresponding dual support function at p ∈ Sn−1

is −I+A,B(−p)− β∗(−p)). The proof follows from Proposition 17.

Definition 16. Let A, B ∈ KC(Rn); the element C∗ ∈ Dincl(A, B) corresponding to solution of problem (P)
is called the generalized starred difference (g∗-difference for short) of A and B, and will be denoted by A	∗ B.
If the gH-difference (or H-difference) exists then A	∗ B = A	gH B (or = A	H B).

From a computational (and practical) point of view, we will determine an approximation of
the g∗-difference by solving problem (P) in a simplified form: the function β(p) to be determined is
discretized on a finite number of points pi, i = 1, 2, ..., m, of the unit sphere Sn−1; correspondingly,

the objective functional Φ(β) is approximated by Φm(β) =
m
∑

i=1
βi and problem (P) becomes the

following minimization

min
m

∑
i=1

βi (or min max
i=1,...,m

∣∣∣I+A,B(pi) + βi

∣∣∣ ) (52)

s.t.

0 ≤ βi ≤ sA(pi)− lB(pi)− I+A,B(pi) for i = 1, ..., m (53)

{I+A,B(pi) + βi|i = 1, ..., m} are values of a support function. (54)

The g∗-difference C∗ = A	∗ B is then approximated by the compact convex set

C∗m = {x| 〈x, pi〉 ≤ I+A,B(pi) + βi, i = 1, ..., m}. (55)

It is immediate to see that C∗m is an element of D(A, B); when gH-difference (or H-difference) exists,
then C∗m is an approximation of A	gH B (or A	H B).

Computing the Difference in KC(R2)

The conditions for I+A,B(pi) + βi to be points of a support function, become easy for compact
convex sets in the plane R2; if points pi ∈ S1 are selected as pi = (cos(θi), sin(θi)) with uniform
θi ∈ [0, 2π[, then the constraints (54) are linear equalities with respect to the βi and can be written
(see [36] for details) as

η1(I+A,B(p1) + β1) = I+A,B(pm) + βm + I+A,B(p2) + β2

ηi(I+A,B(pi) + βi) = I+A,B(pi−1) + βi−1 + I+A,B(pi+1) + βi+1, for 2 ≤ i ≤ m− 1

ηm(I+A,B(pm) + βm) = I+A,B(pm−1) + βm−1 + I+A,B(p1) + β1

where

η1 = ‖pm − p1‖ , ηm = ‖pm−1 − p1‖ ,

ηi = ‖pi−1 − pi+1‖ , i = 2, ..., m− 1.
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The linear program (Pm) becomes the following (m equality constraints and m upper bound conditions
on the variables βi)

min
m

∑
i=1

βi (or min max
i=1,...,m

∣∣∣I+A,B(pi) + βi

∣∣∣ ) (56)

s.t.

η1β1 − β2 − βm = I+A,B(pm) + I+A,B(p2)− η1 I+A,B(p1)

βi−1 − ηiβi + βi+1 = −I+A,B(pi−1) + ηi I+A,B(pi)− I+A,B(pi+1), for 2 ≤ i ≤ m− 1

β1 + βm−1 − ηmβm = −I+A,B(pm−1)− I+A,B(p1) + ηm(I+A,B(pm)

0 ≤ βi ≤ sA(pi)− lB(pi)− I+A,B(pi) for i = 1, ..., m.

Remark 8. The minimization of
m
∑

i=1
βi in (P2

m), in general, will not produce an element of Dnorm(A, B); to obtain

an element of Dnorm(A, B) by solving (P2
m), it is sufficient to add the equality constraint ‖C∗‖ = dH(A, B),

i.e., the equivalent linear constraints

−I+A,B(pi)− dH(A, B) ≤ βi ≤ −I+A,B(pi) + dH(A, B), for i = 1, ..., m.

We present some examples, all produced by solving the linear programming problem (Pm) with
m = 200 (the choice m = 4k for some k is motivated by the opportunity to have the same precision for
the four quadrants of the plane).

We have tested the above procedure on several examples, many of them published in the literature
(see [36] for additional examples).

We will show graphical representations giving the interval-valued functions IA,B, IC∗ and the
g∗-difference C = A	∗ B. Computation of the support functions and solution of problem (Pm) is in
general very simple; on a standard PC using Matlab it requires less than 0.05 s (elapsed time) for the

objective function
m
∑

i=1
βi and less than 0.5 s for the objective max

i=1,...,m

∣∣∣I+A,B(pi) + βi

∣∣∣.
A comparison with the directed difference is immediate; we remark that the difference based on

directed sets (as proposed in [17–19]) do not satisfy in general the inclusions A ⊆ B+C and B ⊆ A−C;
essentially, it is based on appropriate visualization of the interval-valued function IA,B (and it coincides
with our g∗-difference C∗ only when IA,B itself is sub-additive). In all pictures below, we reproduce
the set DA,B defined in Equation (36); in any case, DA,B ⊂ C∗.

In all the figures, the graphical portion at the top represents the interval-valued functions IA,B
and IC∗ ; remark that in any case we have IA,B ⊆ IC∗ with equality if and only if the gH-difference
A	gH B = A	∗ B exists.

Example 1: This example is taken from [19]. The set A is the square A = [−1, 1]2 and B is a circle
with different values µ > 0 for the radius, Bµ = {x ∈ R2| ‖x‖ ≤ µ}. We consider the differences
C∗µ = A	∗ Bµ for three values of µ = 0.5, 1.25 and 2.0, as in [19].

In the first case µ = 0.5, the g∗-difference C∗ = A	∗ Bµ is pictured on the right of Figure 1a;

we obtain ‖C∗‖ = dH(A, B) =
√

2− 1
2 ; the geometric difference A

∗
− B and the directed difference are

well defined (not empty and proper, respectively) and pictured on the left of Figure 1a. Consider that

A
∗
− B ⊂ C∗ and A	gH Bµ does not exist.

In the second case µ = 1.25, the g∗-difference C∗ = A	∗ Bµ is pictured on the right of Figure 1b;

we obtain ‖C∗‖ = dH(A, B) = 0.25; the geometric difference A
∗
− B and set DA,B are empty, the directed

difference is not proper and A	gH Bµ does not exist.
In the third case µ = 2.0, the g∗-difference C∗ = A	∗ Bµ is pictured on the right of Figure 1c;

we obtain ‖C∗‖ = dH(A, B) = 1; the geometric difference A
∗
− B and the directed difference are well
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defined (not empty and proper, respectively) and pictured on the left of Figure 1c. Consider that

A
∗
− B ⊂ C∗ and A	gH Bµ does not exist.

Example 2: This example is a modified version of the one given by Rubinov and Akhundov
in [44]; A = {x ∈ R2| ‖x‖ ≤ 1} is the unit circle and Ba,µ = [−a, a]× [−µ, µ] is a rectangle with a
small base a ≥ 0. In [44] the case a = 0 is examined; we have chosen a = 0.01, to better visualize the
construction; as in [44], the values µ ∈ {0.5, 1.0, 1.75} are used.

In the first case a = 0.01 and µ = 0.5, the g∗-difference C∗ = A	∗ Bµ is pictured on the right

of Figure 2a; we obtain ‖C∗‖ = dH(A, B) = 1− a; the geometric difference A
∗
− B and the directed

difference are well defined (not empty and proper, respectively) and pictured on the left of Figure 2a.

Consider that A
∗
− B ⊂ C∗ and A	gH Bµ does not exist.

In the second case a = 0.01 and µ = 1.75, the g∗-difference C∗ = A	∗ Bµ is pictured on the right

of Figure 2b; we obtain ‖C∗‖ = dH(A, B) = 1− a; the geometric difference A
∗
− B is empty, the directed

difference is not proper and A	gH Bµ does not exist.
In the third case a = 0.01 and µ = 1.0, the g∗-difference C∗ = A	∗ Bµ is pictured on the right

of Figure 2c; also here we obtain ‖C∗‖ = dH(A, B) = 1− a; the geometric difference is A
∗
− B = 0,

the directed difference is not proper and A	gH Bµ does not exist.

(a)

Figure 1. Cont.
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(b)

(c)

Figure 1. Example 1. g∗-difference C∗ = A	∗ Bµ for (a) top: µ = 0.5, (b) middle: µ = 1.25, (c) bottom:
µ = 2.0.
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(a)

(b)

(c)

Figure 2. Example 2. g∗-difference C∗ = A 	∗ Ba,µ for a = 0.01 and (a) top: µ = 0.5, (b) middle:
µ = 1.25, (c) bottom: µ = 1.0.
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Example 3: This example works with polygons. Consider the two convex polygons

A′ = conv{a1, a2, a3, a4, a5}
B′ = conv{b1, b2, b3, b4, b5}

defined in terms of their vertices a1 = (−1.5, 0), a2 = (0, 3.5), a3 = (3.5, 1), a4 = (1,−1.5),
a5 = (−1,−1.5) and b1 = (−3, 0), b2 = (−1, 2), b3 = (1.5, 1), b4 = (1.5, 0), b5 = (0,−1.5). In the first
case, we compute the difference A	∗ B for A = A′ and B = B′. In the second case we use A = A′ + B′

(the convex polygon obtained as the addition of the two polygons A′ and B′) and B = B′, so that B is a
summand of A and A	H B, the classical Hukuhara difference, exists.

For the first case with A = A′ and B = B′, the g∗-difference C∗ = A	∗ Bµ is pictured on the right

of Figure 3a; we obtain ‖C∗‖ = dH(A, B) = 2; the geometric difference A
∗
− B is empty, the directed

difference is not proper and A	gH Bµ does not exist.

(a)

(b)

Figure 3. Example 3. g∗-difference C∗ = A 	∗ Ba,µ for (a) top: A = A′, B = B′, (b) bottom:
A = A′ + B′, B = B′.



Axioms 2019, 8, 48 25 of 30

In the second case with A = A′ + B′ and B = B′, the g∗-difference C∗ = A	∗ Bµ, the geometric

difference A
∗
− B and the (proper) directed difference exist and coincide, as pictured on the left and the

right sides of Figure 3b; we obtain ‖C∗‖ = dH(A, B) = 2.

Example 4: In our last example A = [−1, 1]2 is the unit square centered at the origin and B is an
“inclined” rectangle formed around one of the diagonals of A and with four vertices b1 = (−1,−0.75),

b2 = (−0.75,−1), b3 = (1, 0.75), b4 = (0.75, 1). In this case, the geometric difference is A
∗
− B = 0 (only

0 + B ⊂ A) and the directed difference is not proper (left of Figure 4). We obtain ‖C∗‖ = dH(A, B) =
1.2374 (right of Figure 4).

Figure 4. Example 4. g∗-difference C∗ = A	∗ B.

5. Extension to Convex Fuzzy Sets

A general fuzzy set over Rn (the universe) is usually defined by its membership function µ :
Rn−→ [0, 1] and a fuzzy set u of Rn is uniquely characterized by the pairs (x, µ(x)) for each x ∈ Rn;
the value µ(x) is the membership grade of x for a fuzzy set over Rn (see [45,46] or [47] for the origins
of Fuzzy Set Theory).

We will denote by u, v, w, ... the fuzzy sets and the corresponding membership functions, e.g.,
u(x), u(t) will denote directly the membership grade of x, t.

The support of a fuzzy set u is the (crisp) subset of points of Rn at which the membership grade
u(x) is positive: supp(u) = {x|x ∈ Rn, u(x) > 0}. For α ∈]0, 1], the α−level cut of u (or simply the
α− cut) is defined by [u]α = {x|x ∈ Rn, u(x) ≥ α} and for α = 0 (or α → +0) by the closure of the
support [u]0 = cl{x|x ∈ Rn, u(x) > 0}.

A particular class of fuzzy sets u is when the support and the α− cuts are compact and convex set;
equivalently, µu is quasi-concave and upper semi-continuous. We will also require that the membership
function is normal, i.e., the core [u]1 = {x|u(x) = 1} is compact and non-empty. Without ambiguity, 0
will denote the origin of Rn or the crisp set {0}.

We will denote by Fn the set of the fuzzy sets with the properties above (also called fuzzy
quantities). The space Fn is structured by an addition and a scalar multiplication, defined either by the
level sets or, equivalently, by the Zadeh extension principle.

Let u, v ∈ Fn have membership functions µu, µv and α− cuts [u]α, [v]α, α ∈ [0, 1] respectively.
In the unidimensional case u ∈ F , we will denote by [u]α = [u−α , u+

α ] the compact intervals forming
the α− cuts and the fuzzy quantities will be called fuzzy numbers.
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The addition u + v ∈ Fn and the scalar multiplication ku ∈ Fn have level cuts

[u + v]α = [u]α + [v]α = {x + y|x ∈ [u]α, y ∈ [v]α} (57)

[ku]α = k[u]α = {kx|x ∈ [u]α}. (58)

The H-difference u �H v = w exists if u = v + w with w ∈ Fn; the gH-difference for fuzzy
numbers can be defined as follows ([12]):

Definition 17. Given u, v ∈ Fn, the gH-difference is the fuzzy quantity w ∈ Fn, if it exists, such that

u �gH v = w⇐⇒
{

(i) u = v + w
or (ii) v = u + (−1)w

; (59)

If u �gH v and u �H v exist, u �H v = u �gH v; if (i) and (ii) are satisfied simultaneously, then w is a crisp
quantity. Also, u �gH u = u �H u = 0.

An equivalent definition of w = u �gH v can be obtained in terms of support functions in a way
similar to Equation (15)

sw(p; α) =

〈
su(p; α)− sv(p; α) in case (i)
s(−1)v(p; α)− s(−1)u(p; α) in case (ii)

, α ∈ [0, 1] (60)

where for a fuzzy quantity u, the support functions are considered for each α− cut and defined to
characterize the α− cuts [u]α:

su : Sn−1 × [0, 1] −→ R defined by

su(p; α) = sup{〈p, x〉 |x ∈ [u]α} for each p ∈ Sn−1, α ∈ [0, 1].

The gH-difference u�gH v in the fuzzy context has been introduced in [12]; it is the fuzzy quantity
with α− cuts

[u �gH v]α = cl
⋃

β≥α

(
[u]β �gH [v]β

)
(61)

where the gH-differences on the right, assuming they exist for all α ∈ [0, 1], are intended into Kn by
Equation (59).

In general, the fuzzy set defined by the union (61) is not convex; if a convex fuzzy set is required,
then the compact sets are convexified (by convex hull), obtaining the convexified gH-difference

[u �cgH v]α = cl

conv
⋃

β≥α

(
[u]β �gH [v]β

) . (62)

The fuzzy total t-difference and the fuzzy convexified total ct-difference can be defined in a similar
way, in terms of the corresponding α-cuts, for α ∈ [0, 1]:

[u �t v]α = cl
⋃

β≥α

(
[u]β �t [v]β

)
, (63)

[u �ct v]α = cl

conv
⋃

β≥α

(
[u]β �ct [v]β

) .
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Fuzzy example 1: This example considers two convex (interacting) fuzzy sets with elliptic α-cuts.
To generate elliptic sets in R2 we use the well-known property that given a positive definite 2× 2
matrix Q, the set

E = {x ∈ R2| 〈x, Qx〉 ≤ 1} (64)

is convex and elliptic (centered at the origin) and its support function is

sE(p) =
√
〈p, Q−1 p〉 for all p ∈ S1.

Starting with two elliptic sets U and V defined as in (64) by two positive definite matrices QU
and QV , we construct the α-cuts of u and v

[u]α = (1− α) f0U + α f1U for α ∈ [0, 1]
[v]α = (1− α)g0V + αg1V for α ∈ [0, 1]

where f0 > f1 > 0 and g0 > g1 > 0 are positive factors giving the supports f0U, g0V and the cores
f1U, g1V of u and v, respectively. The used matrices are

QU =

[
1 0.5

0.5 2

]
and QV =

[
1 −0.25
−0.25 0.5

]

and, for all α ∈ [0, 1], the α-cuts of u contain the α-cuts of v. The ct-difference is pictured in Figure 5.

Figure 5. Fuzzy Example 1. Fuzzy sets u (black), v (blue) and fuzzy ct-difference w∗ = u	ct v (red).

Fuzzy example 2: In this example, the α-cuts of u and v are polygons

[u]α = (1− α) f0U + α f1U for α ∈ [0, 1]
[v]α = (1− α)g0V + αg1V for α ∈ [0, 1]

where U and V are polygons with the two sets of vertices:
for U—{(2, 0.4), (1.6, 2), (0, 2.4), (−1.6, 2), (−2, 0.4), (−2,−0.4), (−1.4,−1.4), (−0.4,−1.8), (0.4,−1.8),
(1.4,−1.4), (2,−0.4)}, and
for V—{(1, 0.4), (0.6, 1), (0, 1.4), (−0.6, 1), (−1, 0.4), (−1,−0.4), (0,−0.8), (1,−0.4)}.

The corresponding fuzzy ct-difference is pictured in Figure 6.
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Figure 6. Fuzzy Example 2. Fuzzy sets u (black), v (blue) and fuzzy ct-difference w∗ = u	ct v (red).

6. Conclusions

In this paper we propose a general setting to define the difference sets A	 B of multidimensional
compact convex sets A, B ⊂ Rn (and convex fuzzy sets with bounded support) in terms of convex
sets C ⊆ A − B (the classical Minkowski operation) such that A ⊆ B + C and B ⊆ A − C, which
always exist. In order to overcome the possible non unicity of such sets C, we suggest to select
the difference sets among the sets C above that satisfy some minimality conditions (see Section 3) that
allows, additionally, to express the Pompeiu-Hausdorff distance in terms of the norm of the difference,
i.e., dH(A, B) = ‖A	 B‖, using the standard norm in Rn.

Application of the difference set A	 B to the fuzzy case is obtained by the levelwise approach
based on the property that the level cuts are compact convex and characterize convex fuzzy
sets uniquely.

The range of possible applications of the proposed difference(s) is quite extended, following
the intense research published in set-valued analysis ([48,49]), in variational analysis ([7,9,10,50]),
in set-valued differential equations, among other fields, by using set difference to define
differentiability.

Following the computational procedures (based on linear programming) for the difference of
compact convex sets in R2, as presented in Sections 4 and 5, additional work is in preparation for
the n-dimensional case, n > 2, in particular for special classes of convex sets, e.g., compact convex
polytopes, zonoids (Minkowski sums of multidimensional segments [a(i), b(i)] = {(1− t)a(i) + tb(i)|t ∈
[0, 1]} with a(i), b(i) ∈ Rn, i = 1, ..., m) and similar. Eventually, this may allow obtaining easily
computable approximations of the difference set.
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