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#### Abstract

There is a contact problem between classical probability and quantum outcomes. Thus, a standard result from classical probability on the existence of joint distributions ultimately implies that all quantum observables must commute. An essential task here is a closer identification of this conflict based on deriving commutativity from the weakest possible assumptions, and showing that stronger assumptions in some of the existing no-go proofs are unnecessary. An example of an unnecessary assumption in such proofs is an entangled system involving nonlocal observables. Another example involves the Kochen-Specker hidden variable model, features of which are also not needed to derive commutativity. A diagram is provided by which user-selected projectors can be easily assembled into many new, graphical no-go proofs.
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## 1. Introduction

There is evidently a contact problem between classical probability and quantum outcomes. Several versions of the problem are discussed, all showing how standard results in classical probability, when applied to the standard quantum formalism, lead to contradiction. In fact, study of this contact problem reveals that a single classical probability assumption ultimately implies quantum observables must commute when clearly they do not. Therefore, the ground result is that applying classical assumptions must imply classical, strongly non-quantum properties, and where quantum observables must behave
like classical random variables. The central purpose of this project is to better understand the source of the contact problem and to derive results under the smallest set of assumptions.

This project begins with the familiar quantum property of the invariance of marginal probability. Notably this is not a classical probability assumption, but part of the usual quantum formalism. To describe it, consider a quantum system and any three projectors, $A, B, C$, such that the pairs $(A, B)$ and $(B, C)$ commute. Then it is standard that the probability of an outcome for $B$ is the same in each pair. More precisely, assume that the system is in state $D$, and consider the probability that the projector $B$ has the value one. Under the Born trace-probability rule, $\operatorname{Prob}_{D}(B=1)=\operatorname{tr}[D B]$, and this is true independently of the marginal probabilities for $A$, or $C$, or of the joint probabilities for $(A, B)$ and $(B, C)$. Write QNC (Prob) for this invariance of marginal probability. It is an easily granted species of quantum noncontextuality, indeed a very weak one, as it follows without argument from the usual quantum formalism.

To emphasize a central point, no other assumptions or experimental hypotheses are being invoked or needed here. The only addition to the analysis is the observation that a standard result from classical probability applies to observables that are known to have a classical joint distribution. Chief among these are orthogonal projector resolutions of the identity: applying the usual von Neumann result to these commuting observables a classical joint distribution is obtained. Commutativity across any other sets of observables is not being assumed anywhere in this project.

The invariance of marginal probability is examined here along with a more contentious kind of quantum noncontextuality. This is the assumption that the outcome of measuring $B$ is the same in each pair regardless of the outcomes of $A$ and C. Let QNC(Value) stand for this invariance of observed values. In order that these outcomes should minimally agree with quantum rules it is assumed, usually without comment in the literature, that the values respect orthogonality over commuting projectors. Thus, the usual way of stating the $\mathrm{QNC}($ Value) condition is through a measurement setup, as above, in which the pairs $(A, B)$, and $(B, C)$ are both separately assumed to commute. In this case agreement of the observed values with the usual trace-probability rule for commuting projectors should obtain, and any version of QNC(Value) that did not respect orthogonality would be not be minimally consistent with the usual quantum outcomes.

This notion of $\mathrm{QNC}($ Value) and its consequences has been extensively studied in the foundations literature: see [1-9]. It is a form of classical determinism and has been called the noncontextuality of results; see [3].

The main result derived here is this: Under $\mathrm{QNC}(\mathrm{Prob})$ and repeated application of an elementary result from classical probability on joint distributions, it follows that all observables must commute. These same techniques are shown to imply QNC(Value), so under that hypothesis, commutativity again results.

These results suggest that routine application of classical probability and the geometry of the standard quantum formalism can lead to conflict. In fact, a method used here derives from the Banach-Tarski and Hausdorff decomposition paradoxes that first highlighted a disconnect between naïve notions of geometry and classical measure theory.

Also noteworthy is that under the assumption of QNC(Value) considerable attention has been directed towards deriving minimal geometric or graph-theoretic no-go results, often under the assumption of compound systems and nonlocal observables. To make these results and the proof-generating
process more transparent a scheme is presented by which a large number of graphical no-go results can be easily constructed. A Sudoku-like diagram is displayed by which readers can construct numerous demonstrations, over small sets of user-selected measurements, of the conflict between QNC(Value) and quantum outcomes. It is hoped, therefore, that the refined and often elegant process of devising graph-theoretic no-go proofs is rendered less mysterious. None of these new constructions require nonlocal observables or entangled states over compound systems.

A link is also drawn with research dealing with a very specific countable collection of measurements over which quantum noncontextuality of results is assumed to be valid; see [8,9]. This work shows how a kind of rationals-only restriction of quantum noncontextuality can avoid contradiction with the standard quantum formalism. More specifically the conclusion of commutativity, as obtained here, might be avoided.

In addition, links to previous work and the Kochen-Specker model for quantum outcomes are recalled. Briefly, the KS model assumptions introduce a classical probability model for all observables, one that also respects sums and products, as do classical random variables. It has already been shown that the KS assumptions imply all observables must commute; see [10,11]. This earlier result itself suggested a contact problem between classical probability and random variables, and quantum outcomes, and this is discussed here. Noteworthy is that the commutativity result obtained here arises without assuming either part of the KS model. Specifically, it is not assumed here that a global, supervening joint probability exists across all observables, nor is it assumed that the product or sum of commuting observables act like classical random variables, consistent with their separate marginal probabilities and observed values.

Finally, the Discussion section has further links to the contact problem between classical probability and quantum outcomes. This area has a rich history with an intriguing future.

The next section introduces basic probability facts and reviews crucial distinctions between classical joint probability and quantum joint measurement.

## 2. Probability Background and Further Notes on Noncontextuality

Consider three classical random variables $\{A, B, C\}$, where each may be vector-valued, so that any of $A, B$, or $C$, might denote a vector of outcomes, for example $A=\left(A_{1}, A_{2}, \stackrel{\rightharpoonup}{\rightharpoonup}, A_{k}\right)$. Let $f_{A, B}(a, b)$ denote a joint probability for the pair $\{A, B\}$, defined on the sample space $\Omega$ :

$$
\begin{equation*}
\operatorname{Pr}(A=a, B=b)=\operatorname{Pr}(\omega \in \Omega: A(\omega)=a, B(\omega)=b)=f_{A, B}(a, b) \tag{1}
\end{equation*}
$$

Similarly, let $f_{B, C}(b, c)$ denote a joint probability for the pair $\{B, C\}$. Next, let $f_{B ; C}(b ; c)$ be the derived univariate, marginal probability for $B$ obtained by integrating (summing) $f_{B, C}(b, c)$ over $C$. Similarly let $f_{B ; A}(b ; a)$ be that for $B$ obtained by integrating over $A$. Suppose $f_{B ; C}(b ; c)=f_{B ; A}(b ; a)$. Under this assumption it makes sense to define: $f_{B}(b) \equiv f_{B ; C}(b ; c)=f_{B ; A}(b ; a)$.

Given this equality of the two marginal probabilities for $B$ it is always possible to construct a classical joint probability $f_{A, B, C}(a, b, c)$ for the triple $\{A, B, C\}$ that correctly returns all the original marginals, however they were specified. More precisely:

Lemma 1. Suppose given two pairs of random variables $\{A, B\}$ and $\{B, C\}$, and a pair of bivariate joint probability functions $f_{A, B}(a, b), f_{B, C}(b, c)$. If $f_{B ; A}(b ; a)=f_{B ; C}(b ; c)$ then there exists $a$ joint distribution for the triple $\{A, B, C\}$ that returns the given univariate and bivariate marginal probabilities for the original pairs.

Proof. Let $f_{A, B, C}(a, b, c)=f_{A, B}(a, b) f_{B, C}(b, c) / f_{B}(b)$, for $f_{B}(b) \neq 0$, and $f_{A, B, C}(a, b, c)=0$ otherwise. With $B=b$ and $C=c$ fixed and sum over $A=a$; then with $B=b$ still fixed sum over $C=c$; and finally sum over $B=b$. It is seen that the final sum is exactly one. Note that $f_{A, B, C}(a, b, c)=f_{A \mid B}(a \mid b) f_{C \mid B}(c \mid b) f_{B}(b)$, and as each term in this product is in the interval [0,1], so is $f_{A, B, C}(a, b, c)$. The result follows.

The lemma is a restricted version of the classical and fundamental Kolmogorov consistency theorem, providing a condition under which it is feasible to patch together sets of multivariate distributions - they only have to agree on any marginal overlap. Note that invariance of marginal probability is explicitly assumed in Lemma 1, and this fact will be used repeatedly in what follows without further mention.

As noted in the Introduction this invariance is part of the standard quantum formalism and often referred to as the Born trace-probability rule. Most importantly, there are no other assumptions made for the results obtained here, beyond the agreement of single marginal probabilities for quantum observables under any experimental setting.

Though not used here, it is useful to point out a notion tangentially related to joint distributions across quantum observables, namely quantum conditional probability. This is a well-defined functional, and does not itself require or imply any classical joint distribution across the observables, which may or may not be commuting. Conditions under which a quantum conditional probability might uniquely exist for quantum observables are standard in the literature and appear for example in ([13]; Chapter 26, Example 2). These conditions are properties of probability measures on the space of projectors in Hilbert space, and are in that sense not experimentally derived or estimated. These conditions also do not make any declaration about classical conditional probabilities and quantum conditional ones. This project, as well, does not require or invoke such conditions.

A related result of considerable interest is Theorem 2 of [12]. There, a net of inequalities is derived such that, if satisfied, a joint distribution must exist as in the conclusion of Lemma 1. However, this result does not initially assume any version of noncontextuality for the triple: A solution for the joint distribution can be implied given all three univariate and the two marginal distributions, but not directly constructed, as in Lemma 1. Still more precisely, in Theorem 2 of [12], upon summing the two bivariate joint distributions-as in Lemma 1-is not assumed that they will return a single univariate marginal for the overlap variable. However, once the joint distribution is confirmed the noncontextual condition is also confirmed, as the joint must be self-consistent in terms of all its marginals. Otherwise expressed, using another classical result, Fubini's theorem, the order of integration is immaterial. Finally, one of the additional virtues of Theorem 2 is that its inequality net exactly reveals the extent of the nonuniqueness for a possible joint distribution. Note that the invariance of marginal probability, QNC(Prob), does not imply or require uniqueness of any proposed joint probability distribution across the triple $(A, B, C)$.

In any discussion of joint probability distributions for a pair of quantum observables a special note of caution is required. That is, there is a standard result related to joint distributions of quantum observables that needs to be distinguished from the classical probability framework considered here. Thus it is true that a pair of commuting observables has a shared eigenbasis, so the pair can be jointly measured, and with outcomes for both obtained in a single experiment for a fixed state. This all follows from the familiar result of von Neumann on spectral decompositions for commuting observables.

On the other hand, any converse to the familiar von Neumann result is neither obvious nor necessary. There is a substantial literature on what might be necessary or essential to specify a "joint distribution" for noncommuting observables; see for example ([13]; Section 3.3).

Continuing, a classical joint probability distribution, again as a mathematical object, can be specified in terms of separate joint probabilities, and a marginal probability overlap, as in the context of Lemma 1. It is demonstrated below that, given QNC(Prob) and the classical probability result in Lemma 1, all observables must commute. From this will follow a converse to the von Neumann result:

Suppose given any classical joint probability distribution for a pair of nonorthogonal (and so, noncommuting) projectors. If the marginal probabilities agree with the standard quantum formalism then pair must, in fact, commute.

More on various aspects of the connection between joint probability distributions and commutativity is given in the Discussion.

## 3. Probabilities and Joint Distributions for Projectors

For any quantum system in a state $D$, and a set of projector observables, suppose that there is a classical joint distribution across the set, one that agrees with the basic Born rule and von Neumann result. That is: (i) the probability that the projector $P_{x}$ in the $x$ direction assumes the value 1 , is given by the Born trace-probability rule and Gleason's theorem: $\operatorname{Pr}_{D}\left[P_{x}=1\right]=\operatorname{tr}\left[D P_{x}\right]$; and (ii) any pair $\{A, B\}$ of commuting observables has a joint distribution given as usual by: $\operatorname{Pr}(A=1, B=1)=$ $\operatorname{Pr}_{D}(A=1, B=1)=\operatorname{tr}[D A B]$.

Considered in isolation a projector $P_{X}$ can always be understood as represented by a classical discrete univariate random variable, with an associated Kolmogorov probability space $\Omega$. For the subsequent argument it is convenient to introduce an outcome function $v(x)=v\left(P_{x}\right)=1$, or 0 , to mean $P_{x}(\omega)=1$, or 0 , at a given point $\omega \in \Omega$, when projector $P_{x}$ is viewed as a random variable on $\Omega$.

Next, given a set of projectors $\left\{P_{x}, P_{y}, P_{z}\right\}$ assumed to have an associated classical joint distribution, a joint outcome $\{v(x)=a, v(y)=b, v(z)=c\}$ has probability written as

$$
\begin{equation*}
\operatorname{Pr}\{v(x)=a, v(y)=b, v(z)=c\}=\operatorname{Pr}\left\{\omega \in \Omega: P_{x}(\omega)=a, P_{y}(\omega)=b, P_{z}(\omega)=c\right\} \tag{2}
\end{equation*}
$$

If, further, the outcomes on the sample space are required to respect standard quantum mechanical rules then they must respect orthogonality for any decomposition of the identity. That is, given a string of pairwise orthogonal vectors $\left\{a_{1}, a_{2}, \stackrel{\rightharpoonup}{,} a_{k}\right\}$ whose corresponding projectors $\left\{P_{1}, P_{2}, P_{3}, \stackrel{\rightharpoonup}{,} P_{k}\right\}$ sum to the identity, $\Sigma P_{i}=I$, then it must be true that $v\left(a_{1}\right)=1 \Rightarrow v\left(a_{2}\right)=v\left(a_{3}\right)=0=\nu \nu v\left(a_{k}\right)=0$. At this point it is instructive to display a proof.

Thus, as is standard by von Neumann, the commuting projectors have a classical joint distribution, over the space of outcomes $\left\{v\left(a_{1}\right), v\left(a_{2}\right), \stackrel{\rightharpoonup}{\rightharpoonup}, v\left(a_{k}\right)\right\}$, that respects pairwise orthogonality, so for example $\operatorname{Pr}\left[v\left(a_{1}\right)=1, v\left(a_{2}\right)=1\right]=\operatorname{tr}\left[D P_{1} P_{2}\right]=0$. Moreover

$$
\begin{align*}
1 & =\operatorname{tr}[D I]=\operatorname{tr}\left[D P_{1}\right]+\operatorname{tr}\left[D P_{2}\right]+\cdots+\operatorname{tr}\left[D P_{k}\right] \\
& =\operatorname{Pr}_{D}\left[v\left(a_{1}\right)=1\right]+\operatorname{Pr}_{D}\left[v\left(a_{2}\right)=1\right]+\cdots+\operatorname{Pr}_{D}\left[v\left(a_{k}\right)=1\right] \tag{3}
\end{align*}
$$

From the classical inclusion and exclusion probability rule, at any $\omega \in \Omega$ with probability one (w.p.1) exactly one of the projectors assumes the value 1 . Hence the standard fact:

Lemma 2. $v\left(a_{1}\right)+v\left(a_{2}\right)+\cdots+v\left(a_{k}\right)=1 \quad(w . p .1)$.

This implies the following result, used frequently in the [14]:
Lemma 3. Suppose $P=P_{x}+P_{y}=P_{w}+P_{z}$, for orthogonal pairs $\left\{P_{x}, P_{y}\right\},\left\{P_{w}, P_{z}\right\}$. Then: $v(P)=$ $v\left(P_{x}\right)+v\left(P_{y}\right)=v\left(P_{w}\right)+v\left(P_{z}\right) \quad$ (w.p. 1).

Proof. Suppose given orthogonal pairs $\left\{P_{x}, P_{y}\right\},\left\{P_{w}, P_{z}\right\}$ for $\operatorname{dim} H=3$. The proof directly extends to $\operatorname{dim} H>3$. Assume $P=P_{x}+P_{y}=P_{w}+P_{z}$. Then there exists a projector observable $Q$ such that $P_{x}+P_{y}+Q=I, P_{w}+P_{z}+Q=I$, with $Q$ orthogonal to every projector in the set $\left\{P_{x}, P_{y}, P_{w}, P_{z}\right\}$. By von Neumann, again, there exists a classical joint distribution for the orthogonal triple $\left\{P_{x}, P_{y}, Q\right\}$, and also for the triple $\left\{P_{w}, P_{z}, Q\right\}$. So Lemma 1 yields a joint distribution for the set of projectors $\left\{P_{x}, \quad P_{y}, \quad P_{w}, P_{z}, Q\right\}$ and a probability distribution on the space of outcomes $\{v(x), v(y), v(w), v(z), v(Q)\}$ that returns the correct marginals for the original triples. By orthogonality $\{P, Q\}$ have a joint distribution such that $v(P)+v(Q)=1$ (w.p. 1). Using Lemma 1 once more there is a marginal-respecting joint distribution over the outcomes $\{v(x), v(y), v(w), v(z), v(Q), v(P)\}$. Also with probability one (w.p. 1): $v\left(P_{x}\right)+v\left(P_{y}\right)+v(Q)=1=v\left(P_{w}\right)+v\left(P_{z}\right)+v(Q)$, so $v(P)=v\left(P_{x}+P_{y}\right)=$ $v\left(P_{x}\right)+v\left(P_{y}\right)$, and thus $v(P)=v\left(P_{w}+P_{z}\right)=v\left(P_{w}\right)+v\left(P_{z}\right)$, as required.

The next lemma is provided by Arthur Fine. It can be used for constructing consistent joint distributions across multiple triples of orthogonal projectors, while Lemma 5, to follow, is another method.

Lemma 4. Let $\{X, Y, Z\}$ be an orthogonal triple of vectors. Suppose vector $w$ is in the real space spanned by $\{X, Y, Z\}$, and such that $w \perp Z$. Given a joint distribution $f(w, X)$ there exists a family of joint distributions $g(w, X, Y, Z)$ all of which respect the marginal $f(w, X)$, and also respect the orthogonality of $\{X, Y, Z\}$.

Proof. A distribution $g(w, X, Y, Z)$ is constructed in two steps. First, let $h=h(w, X, Z)$ be defined as $h(1,1,1)=h(1,0,1)=h(0,1,1)=0$. Let $h(w, X, 0)=f(w, X)$, when $v(X) \neq 0$, or $v(w) \neq 0$. Also, define $h(0,0,1)=a f(0,0)$, and $h(0,0,0)=b f(0,0)$, for any real $a, b$, with $a+b=1, a \geq 0, b \geq 0$. Summing over all outcomes it is seen that $\Sigma h(w, X, Z)=1$, so $h=h(w, X, Z)$ is a valid joint distribution, and it respects the marginal $f(w, X)$. In the notation of Lemma 2.1, let $A=w, B=\{X, Z\}$, and $C=\{Y\}$. It
follows that there is a joint distribution $g(w, X, Y, Z)$ that respects orthogonality of the triple $\{X, Y, Z\}$, as well as correctly returning the marginal $f(w, X)$.

In the lemma above note especially that, while the distribution assumed over $\{w, X\}$ is arbitrary, there is an entire parameterized family of joint distributions over the quartet $\{w, X, Y, Z\}$ that respects the given distribution for $\{w, X\}$ and the orthogonality of the triple $\{X, Y, Z\}$.

Continuing, suppose given any pair of orthogonal projector triples, and consider the real vector space spanned by the associated vectors. Now, using standard sequential Euler rotations it is always possible to move from one orthogonal triple to another using three rotations about different axes, and where the axis in each case corresponds to the pivotal variable $B$ in Lemma 1. Hence, using Euler rotations it is seen that there is at least one joint probability over the pair of triples that respects orthogonality within the all the triples.

In the argument to follow, somewhat complicated sets of orthogonal projector triples play a critical role, and it is important to have at least one-not necessarily unique-way to consistently patch together the joint distributions over the triples. Hence the need for the following technical lemma, built on Lemma 1.

Lemma 5. In a real space of dimension three, and given any countable collection $C$ of orthogonal projector triples, there is at least one joint distribution for the collection that respects the marginal distributions within each triple.

Proof. Pick a projector $P$ from any triple. Consider the collection $C_{P}$ of all triples in $C$ that contain $P$. Every member of $C_{P}$ is a rotation about $P$. Using Lemma 1 there is a single joint distribution that preserves the joint distributions for each triple in $C_{P}$. If $C_{p} \neq C$, consider an argument by induction and let projector $Q$ be such that it does not appear as part of any triple in $C_{P}$. Let $C_{Q}$ be the collection of all triples containing $Q$. As before, every member of $C_{Q}$ is a rotation about $Q$, and a single distribution exists for the projectors in $C_{Q}$. If $C_{Q}$ does not share any projector in any of its triples with any projector in $C_{P}$ then at most three Euler rotations will link $P$ with $Q$, and then at most three applications of Lemma 1 will generate a single joint probability distributions that is consistent across all the triples in $C_{P}$ and $C_{Q}$. If $C_{Q}$ has one projector in common with $C_{P}$ then a single application of Lemma 1 suffices. Finally, consider a projector $R$ appearing in a triple that is not one of the triples in $C_{P}$ or $C_{Q}$, but that appears as an element in a triple in both. Using Lemma 1 for the projector and either triple in which it appears then generates a joint distribution over the set $\left\{C_{P} \cup C_{Q} \cup C_{R}\right\}$ that is consistent for all distributions in every triple. Continuing by induction the argument is complete, with a single consistent joint distribution across the entire set of triples.

Note that Lemma 4 could be used in the proof of Lemma 5, in which case for any pair of orthogonal triples in $C_{P}$, for example, any distribution could be used for a pair of projectors in $C_{P}$, both of which were orthogonal to $P$. Then application of Lemma 1 would generate a consistent joint distribution that would respect that for the pair and also the orthogonality of each triple. Repeated application of this
process would, as in Lemma 4, return a consistent joint distribution across any countable collection of projector triples, exactly as above.

There are several important qualifications and caveats related to Lemma 5. For example, it does not necessarily extend to generate a single joint distribution that is consistent across an uncountable number of projector triples. Further, there might exist a consistent joint distribution across a specific countable number of projectors, with a distribution that was not obtained from any application of Lemma 5. Or again, alternatively, there might exist an uncountable set of projectors over which there was provably no joint distribution.

Notable also is that Lemma 5 as proven above only applies to sets of projectors that exist in a real space of dimension three. Other versions might be possible but are not necessary for what follows, since the argument and the geometric proofs begin with a specific, nonorthogonal pair and add projectors, as needed, in a real space of dimension three.

And this is true as well, that the lemma does not generate a joint distribution across all projectors such that it respects orthogonality across any three projectors in the collection that happen to be orthogonal. The single joint distribution derived in Lemma 5 guarantees consistency for the projectors in each named triple. Similarly, Lemma 1 does not guarantee that a single joint distribution is generated that agrees with any other distribution across the triple $(A, B, C)$, in particular for any other distribution across the pair $(A, B)$.

Moreover, some specified distributions across some infinite sets of projectors might escape the arguments given below. Indeed, there might exist a consistent joint distribution across a specific countable set of projectors that might not be consistent with a joint distribution over some larger set containing the original one.

In general, it is only required below that some single joint probability distribution merely exist across sets of projectors that correctly returns the specified joint probability distributions of the component triples. For more on these loopholes and alternatives see the Discussion.

## 4. Invoking an Argument from Value Assignment and Orthogonality

With the technical results above an argument given in [14] can be immediately applied. An alternative derivation of the main result in [14] was later given independently by Olivier Brunet [15]. Background details for the geometric argument of [14] are given in the classic text by Stanley Gudder ([16]; See Corollary 5.17).

Recalling those results, it was assumed that each member of any finite collection of projectors is assigned a single value, that may or may not be observed, but such that the value assignment respects orthogonality across projectors.

Note that for this construction no assumption is initially made about the existence of joint distributions and sample spaces. However, given any countable set of projectors (in a real space of dimension three), the results given in the last section show how at least one joint classical distribution can be constructed, such that it respects the Born rule for marginal probabilities, and the von Neumann result for joint probabilities, and in particular, orthogonality for the named, constituent sets of projectors. That is, a countable collection of projector triples can always be provided with a classical
probability joint distribution and sample space framework that is consistent with value assignment and orthogonality within each projector triple.

Next, from the result in ([14]; Lemma 3) it can be shown that any such finite sets of projector triples will generate a conflict of the assignment of zero or one to each projector. More precisely, given any pair of orthogonal projectors, $P_{x}, P_{y}$, it is always true that they have a joint distribution, and that $\operatorname{Pr}[v(x)=v(y)=1]=\operatorname{Pr}\left[P_{x}=1, P_{y}=1\right]=0$. However under $\mathrm{QNC}(\operatorname{Prob})$ and the classical probability result of Lemma 1, this fact also holds for all nonorthogonal projectors. That is:

Theorem 1. Suppose given two nonorthogonal projectors, $P_{x}, P_{y}$, and any classical joint probability distribution over the projectors, Then:

$$
\begin{equation*}
\operatorname{Pr}[v(x)=v(y)=1]=\operatorname{Pr}\left[P_{x}=1, P_{y}=1\right]=0 \tag{4}
\end{equation*}
$$

Proof. This is a sample space restatement of Lemma 3 in [14]. The essential step is recognizing that for any finite collection of projector triples (in a real space of dimension three) the real vector space generated by these triples allows for application of Lemma 4 or Lemma 5. Then, there always exists at least one classical sample space and a joint distribution over the collection that consistently returns all distributions within the triples, and also that specified for the nonorthogonal projector pair $P_{x}, P_{y}$. Choosing any point in the sample space simultaneously fixes values of zero or one for every projector, and this is exactly the context leading to the argument in Lemma 3 in [14].

Given a classical joint probability for some projector pair, $P, Q$, it now follows from Theorem 1 that if $\operatorname{Pr}(P=1)=\operatorname{tr}[D P] \neq 0$ then $\operatorname{Pr}(Q=1)=\operatorname{tr}[D Q]=0$. In words, under the assumption of the existence of a joint probability for the pair, if the probability of a projector taking the value one does not vanish, then the probability of the other projector taking the value one must vanish. By extension, a stronger form of $\mathrm{QNC}($ Value), and the noncontextuality of results, is then valid:

Theorem 2. Suppose QNC(Value) holds over any countable set of projectors. If anyprojectorin the set has the value one then all others must have the value zero.

Next, a technical fragment is borrowed from study of the Banach-Tarski decomposition, an important part of the work identifying the contact problem between geometry and measure theory. This ultimately leads to the stronger result of commutativity, under the assumption of QNC(Prob) or QNC(Value).

## 5. Invoking an Argument from Banach-Tarski

A method borrowed from the literature of the intriguing Banach-Tarski result can now be used to take the next step towards understanding QNC. For technical details on these decomposition paradoxes see Theorems 2.6 and 3.9 in [16], and see also [17]. The reference to classical probability in the results below means application of Lemma 1 .

Theorem 3. Under $\mathrm{QNC}($ Prob) and classical probability the marginal probability for any projector is exactly zero or one.

Proof. Let one-dimensional projector $P=P_{x}$ and write $\operatorname{Pr}_{D}\left(P_{x}=1\right)=\operatorname{tr}\left[D P_{x}\right]$ for a system in the one-dimensional state $D$. If $D=P_{x}$ then $\operatorname{Pr}\left(P_{x}=1\right)=\operatorname{tr}\left[D P_{x}\right]=1$. So assume that $D=P_{y}$, for $y$ not orthogonal to $x$. It is then shown that $\operatorname{tr}\left[D P_{x}\right]=0$. Extension to general states $D$ is next demonstrated, and this will complete the proof.

Let angle $\theta$ be non-zero and algebraic. Then by Lindemann-Weierstrass, $\cos \theta$ is transcendental. Introduce a rotation $\rho=\rho_{\theta}$ about $y$ of angle $\theta$ and write $\rho\left(P_{x}\right)=P_{\rho(x)}$. Let $M$ be the space spanned $\left\{x, y, \rho\left(P_{x}\right)\right\}$, and extend $\rho$ to the Hilbert space for the quantum system by letting it act as the identity on $\bar{M}$, the orthogonal complement of $M$. Note that $\rho(D)=D$, and $\rho\left(P_{x}\right)=\rho P_{x} \rho^{-1}$, and $\rho\left(P_{x}\right)$ is again a projector, so that,

$$
\begin{equation*}
\operatorname{Pr}_{D}\left(P_{\rho(x)}=1\right)=\operatorname{tr}\left[D\left(\rho P_{x} \rho^{-1}\right)\right]=\operatorname{tr}\left[\left(\rho^{-1} D \rho\right) P_{x}\right]=\operatorname{tr}\left[D P_{x}\right] \tag{5}
\end{equation*}
$$

Using Euler rotations, and Lemma 1, there always exists at least one joint distribution for the projector pair $\left\{P_{x}, P_{\rho(x)}\right\}$ that is consistent with the two univariate marginals. From classical probability,

$$
\begin{equation*}
1 \geq \operatorname{Pr}\left(P_{x}=1 \text { or } P_{\rho(x)}=1\right)=\operatorname{Pr}\left(P_{x}=1\right)+\operatorname{Pr}\left(P_{\rho(x)}=1\right)-\operatorname{Pr}\left(P_{x}=1, P_{\rho(x)}=1\right) \tag{6}
\end{equation*}
$$

From Theorem 1, $\operatorname{Pr}\left(P_{x}=1, P_{\rho(x)}=1\right)=0$, while,

$$
\begin{equation*}
\operatorname{Pr}\left(P_{x}=1\right)=\operatorname{tr}\left[D P_{x}\right]=\operatorname{tr}\left[D P_{\rho(x)}\right]=\operatorname{Pr}\left(P_{\rho(x)}=1\right) \tag{7}
\end{equation*}
$$

so that $1 \geq 2 \operatorname{tr}\left[D P_{x}\right]$.
For $\theta$ as above, and for every integer $n>0$, it can be seen that $\rho^{n}$ has no fixed points, other than $y$ and $\bar{M}$. Hence for every $i \neq j$, the projectors $\rho^{i}(x)$ and $\rho^{j}(x)$ are distinct. Assume that $\operatorname{tr}\left[D P_{x}\right] \neq 0$, and let $n$ be such that $1 / n<\operatorname{tr}\left[D P_{x}\right]$. Invoking the classical summation rule for the probability of a union in terms of intersections, and continuing as above,

$$
\begin{equation*}
1 \geq \operatorname{Pr}\left(P_{x}=1 \text { or } P_{\rho(x)}=1 \text { or } P_{\rho^{2}(x)}=1 \cdots \text { or } P_{\rho^{n}(x)}=1\right)=n \operatorname{tr}\left[D P_{x}\right] \tag{8}
\end{equation*}
$$

which contradicts $1 / n<\operatorname{tr}\left[D P_{x}\right]$. Therefore only $\operatorname{tr}\left[D P_{x}\right]=0$ is possible.
Next, for an arbitrary state $D$ consider its decomposition into one-dimensional projector states: $D=\Sigma \lambda_{i} D_{i}$, for $1 \geq \lambda_{i}>0$, and where the $\lambda_{i}$ need not be unique. Letting $\rho_{i}(x)$ be rotation about $D_{i}$ it is seen that $\operatorname{Pr}\left(P_{x}=1, P_{\rho_{i}(x)}=1\right)=0$. Certainly,

$$
\begin{equation*}
\operatorname{tr}\left[D P_{x}\right] \geq \lambda_{i} \operatorname{tr}\left[D_{i} P_{x}\right], \text { and } \operatorname{tr}\left[D P_{\rho_{i}(x)}\right] \geq \lambda_{i} \operatorname{tr}\left[D_{i} P_{\rho_{i}(x)}\right], \text { for all } i . \tag{9}
\end{equation*}
$$

Hence,

$$
\begin{align*}
1 & \geq \operatorname{Pr}\left(P_{x}=1 \text { or } P_{\rho_{i}(x)}=1\right)=\operatorname{Pr}\left(P_{x}=1\right)+\operatorname{Pr}\left(P_{\rho_{i}(x)}=1\right)-\operatorname{Pr}\left(P_{x}=1, P_{\rho_{i}(x)}=1\right) \\
& =\operatorname{tr}\left[D P_{x}\right]+\operatorname{tr}\left[D P_{\rho_{i}(x)}\right]  \tag{10}\\
& \geq \lambda_{i} \operatorname{tr}\left[D_{i} P_{x}\right]+\lambda_{i} \operatorname{tr}\left[D_{i} P_{\rho_{i}(x)}\right]=2 \lambda_{i} \operatorname{tr}\left[D_{i} P_{X}\right]
\end{align*}
$$

for each $i$. Continuing as above yields $\operatorname{tr}\left[D_{i} P_{x}\right]=0$ for all $i$, as required.
The following is now immediate, and essentially contained in Theorem 3:
Theorem 4. Under QNC(Prob) and classical probability all observables must commute.

Proof. Suppose given two one-dimensional projectors $P=p p^{*}, Q=q q^{*}, P \neq Q$. If state $D=P$, then $\operatorname{tr}[D P]=1$, and Theorem 3 implies $0=\operatorname{tr}[D Q]=\operatorname{tr}\left[\left(p p^{*}\right)\left(q q^{*}\right)\right]=\left(p^{*} q\right)$. Using one-dimensional projector decompositions for any two observables, the conclusion follows.

One way to describe the last two results is this. Suppose a projector has nonzero probability for a system in state D. Then every other projector must be orthogonal to it. And this means that from within QNC(Prob) the ambient Hilbert space collapses to a system in which all projectors are orthogonal to a single projector. With no other assumption that a single result from classical probability the implication is that the ambient Hilbert is only a kind of spindle model, and one distinctly unlike standard quantum mechanics.

A similar argument also leads to this: Under QNC (Value) all observables must commute.
It is useful to note that the proof of Theorem 3 invokes rotations about angles such that the cosine is transcendental. This suggests that the collection of rationals-only projectors considered in $[8,9]$ would be outside the scope of the argument. More on this is presented in the Discussion.

## 6. Generating Quantum Collisions under Value Assignment

To better fix the results above and suggest alternative outlooks, the geometric methods described in [13] can be directly applied to a single diagram such as the compass rose, given in Figure 1. For each of these no-go proofs, the starting assumption is that there is some joint probability across a collection of projector triples, those used in the construction. Indeed, these Sudoku-like arguments quickly generate conflicts between classical probability and quantum outcomes.

Figure 1. Compass rose used for constructing new demonstrations of the conflict, under quantum noncontextuality, between classical probability and quantum outcomes; See Section 6 for details.


More precisely, all the arguments depend on $\mathrm{QNC}(\mathrm{Prob})$ and classical probability as above, to generate an assignment of zero or one to each of the projectors in the diagram. Since QNC(Prob) and classical probability was shown above to imply commutativity of all observables, getting a contradiction within the diagram is equivalent to showing observables usually do not commute. Or, starting from $\mathrm{QNC}($ Value), and an assumed classical joint probability for a nonorthogonal pair of projectors, the geometric reasoning applies directly. In which case, a conflict in the diagram only confirms, once more, that quantum observables usually do not commute.

A worked example is provided below, and a challenge to the reader is then offered.
Begin by recalling the original geometric construction in ([14]; and Section 3, above). In Hilbert space $H$ with inner product $\langle x, y\rangle$ consider real subspace $M \subseteq H$, for $\operatorname{dim} M=3$. Assume $x \in M$, $\langle x, x\rangle=1$, and define affine space $S(x) \subseteq M$ by,

$$
\begin{equation*}
S(s)=\{h \in M \mid\langle x, h\rangle=1\} \tag{11}
\end{equation*}
$$

Observe that $S(x)$ is a two-dimensional hyperplane in $M$, having as "origin" the distinguished point $x$.

In $S(x)$ draw the compass rose as given in Figure 1. By construction all points connected by a line segment not passing through $x$ are orthogonal vectors in $M$, as are all points on the inner circle connected by a line through $x$.

Let $x$ be associated with projector observable $P_{x}$. If $\operatorname{tr}\left[D P_{x}\right] \neq 0$ then there exists a point $\omega$ in a corresponding sample space such that $v(x)=1$, using notation as in Section 3. Continuing, results there show that the collection of vectors in the compass rose, and all required vector triples implied by arguments in Section 3, above, can be embedded in a sample space framework with at least one consistent classical joint distribution over the set. The results of [13] imply the following Assignment Rules for points in the diagram:
(1) For any outer line segment, those ending in two upper case letters (such as $A, n, K$ ): $A+K=n$;
(2) For any inner line segment, those ending in two lower case letters (such as $n, x, f$ ): $n+f=x$;
(3) If a lower case (inner) letter is assigned 0 , then the corresponding upper case (outer) letter must also be assigned 0 . If the lower case letter is 1 , then the upper case letter may be 0 or 1 .

Simplifying notation, and without loss of generality, starting assignments for the diagram can be these: $x=1, A=1, n=1, K=0, C=0, f=0, I=0$

Examples for Applying the Rules:
(a) For Rule (1): for $A=1, K=0$ then $n=1$; if $A=1, n=1$ then $K=0$. Also, for $f=0$, it follows that $I=C=0$;
(b) For Rule (2): $n+f=1$, with $n=1$ implies $f=0$;
(c) For Rule (3): if $A=1$ then $a=1$.

An Example of a Compass Rose Collision: Without loss start with $A=1, K=0, n=1, f=0, C=0$, $I=0$. Drop a perpendicular from $E$ to line segment $x F$; call this point $F^{*}$. If $E=1$ then $F^{*}=1$, contradiction (since $f=0$ ). So $E=0$. This implies $h=0$ (since $K=0$ ) so that $p=1$, and $M=1$ (since $C=0$ ), so $j=1$ and this implies $b=0$. Drop a perpendicular from $A$ to line segment $x B$; call this point $B^{*}$. Since $b=0$ it follows that $B^{*}=0$, which implies $A=0$, contradiction.

A Challenge Problem: Construct a compass rose collision without using Rule (3).

## 7. Discussion

There are several ways to study connections between classical probability and quantum outcomes, and these have multiple points of tangency with the project considered here. A core theme through this material is the identification and removal of unnecessary assumptions, those that are seemingly required to obtain many hidden variable no-go proofs. It is hoped that such pruning and simplification leads to a better understanding of what is classical and what is quantum, and perhaps what should be considered classical or quantum.

One such approach has been described in [10,11], that looked at the Kochen-Specker version of a hidden variable model. The basic KS assumptions are of a supervening classical probability space for quantum observables, such that values at every point in the sample space respect commuting sums or products. This was shown in [10] to imply commutativity for all observables, and was subsequently sharpened in [11], that studied the construction of specific projectors and selected quantum states that lead to collision with the KS rules. An alternative derivation of the main result was provided in [19], but it is noted that a somewhat different conclusion regarding quantum local realism was obtained there, different from that suggested in [10,11].

Note importantly that the KS formalism has not been assumed in the current project. Thus it is not assumed that joint probability distribution is available with all quantum observables represented as random variables on a single classical probability space, and also such that any commuting pair also obeys the sum or product rule. On the other hand, the same result as in [10,11] was obtained here, using only the application of classical probability as given in Lemma 1 above, applied to specific, countable sets of observables. Moreover, the assumption of the sum and product rule for commuting observables is also not necessary in order to end with a no-go proof along the lines of the KS argument, and indeed to end with commutativity for quantum observables. Summarizing this outcome is that the assumptions of the KS formalism are unnecessary for obtaining commutativity: only the property of $\mathrm{QNC}(\mathrm{Prob})$, that is this basic result from classical probability, is all that is required.

Another approach to the contact problem effectively starts with a consequence of a classical probability space, namely the classical property of value definiteness, where at each point in the sample space, and simultaneously, every random variable takes on, or is assigned, an allowed value. Assume further that all outcomes respect orthogonality. This was studied in [14], leading to a no-go result, and methods used there were deployed above in Theorem 1. Indeed, a central task of the current project was the construction, under QNC (Prob), of a consistent joint probability distribution across a selected set of projectors that, further, satisfied orthogonality within the selected sets. Still, to be clear, it was also not assumed in the results derived here that all quantum observables should correspond to classical random variables.

Note that assuming just value definiteness as just given, is the hypothesis of $\mathrm{QNC}($ Value ), also called the noncontextuality of results. And this was shown here to imply commutativity for any pair of nonorthogonal projectors.

In all the results obtained here and the related results mentioned so far, no requirement is made for compound systems or any study necessary for outcome over separated systems, with or without
entanglement. The algebraic consequences of the invariance of marginal probability, and the classical probability result in Lemma 1, are themselves sufficient to drive the argument to commutativity.

More generally, the existence of a contact problem between measure theory and the intuitive understanding of geometry was displayed in the decompositions paradoxes of Hausdorff (1914) and Banach-Tarski (1924); See [17,18]. Apart from the technical link to this subject given in Theorem 3 above, a formal parallel in the present project is this: Under the assumption of the invariance for marginal probabilities-routine application of classical probability is seen in conflict with the geometric foundation for quantum mechanics, as it is represented by standard spectral measure theory for quantum observables.

On the other hand, a classical or noncontextual disposition for quantum outcomes as shown here might survive by restricting the set of observables under study, where this need not arise by limiting the size of the set or limiting it to specific sets. That is, one alternative is requiring the argument above to proceed over a specific, uncountable collection of observables. In this case the result of Lemma 5-the existence of a consistent joint distribution-might not apply, and then a conflict driven by any species of compass rose might not evolve.

As support for another direction by which a version of quantum noncontextuality could manage to survive beyond the evidently hostile environment of geometry and countability, it is known that quantum noncontextuality is provably consistent over certain countable sets of projectors. These are constructed using rationals-only projectors. Details are given in [9,10], where it is shown how to evade the constructions above by invoking a specific set of infinitely many observables built from projectors having only rational numbers for components over some basis. As observed above in the proof of Theorem 3, in order to avoid a problem with a rotation having fixed points it was necessary to use angle $\theta$ for which $\cos \theta$ was transcendental. A projector triple defined by such a rotation relative to a given triple would have components that are not rational, let alone not algebraic.

The loophole being exploited is that, while evidently no physical measurement can be performed with infinite precision, it is still possible that some hypothetical countable class of physical measurement could exist over which quantum noncontextuality would still be valid and would approximate arbitrarily closely any classical measurement scheme. As discussed in [8,9], this heralds a limiting argument for some class of idealized physical measurement that may or may not be feasible or meaningful.

In work closely related to this project, by tracking the order in which measurements are made it is always possible to cast a version of the contact problem as study of the four marginal distributions over a pair of quantum observables, two for each observable separately and for the two conditional measurements. Properties of quantum conditional distributions and marginal probabilities for these conditionals are discussed, for example in [13]. The agreement of these four marginals with observation can imply, or disallow, a classical probability distribution for the pair of outcomes. This has been examined in [20]. As noted following Lemma 1, no versions, conditions, or properties of quantum conditional probability and any links to classical conditional property are invoked or required for the results obtained here.

Finally, there are still other avenues for study of the contact between classical and quantum outcomes. Among these are alternative approaches to quantum field theory, and here a notable example is the work of Wetterich [21,22]; see especially the references therein. This is not easily summarized here and is properly the subject for another conversation.
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