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#### Abstract

Within the recent wave of research advancements, mathematical inequalities and their practical applications play a notably significant role across various domains. In this regard, inequalities offer a captivating arena for scholarly endeavors and investigational pursuits. This research work aims to present new improvements for the integral majorization inequalities using an interesting aproach. Certain previous improvements have been achieved for the Jensen inequality as direct outcomes of the main results. Additionally, estimates for the Csiszár divergence and its cases are provided as applications of the main results. The circumstances under which the principal outcomes offer enhanced estimations for majorization differences are also underscored and emphasized.
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## 1. Introduction

The importance of mathematical inequalities and their practical applications lies in their ability to describe and tackle real-world problems, particularly in scenarios where the relationships are usually ambiguous or uneven [1-3]. The beauty of mathematical inequalities is found not just in their capacity to measure relationships between numbers but also in their power to reveal the intricacies of complex systems [4-6]. Because of their widespread applicability across various mathematical domains and real-world situations, mathematical inequalities serve as a focal point for launching new investigations [7-9]. A critical factor contributing to the advancement and widespread acceptance of inequalities lies in the robust and influential concept known as convexity [10-12]. It has been observed that convex functions and inequalities share a closely intertwined relationship, as many achievements would be challenging or even unattainable without the guiding principles provided by convexity [13-15]. The Hermite-Hadamard [16], Jensen-Mercer [17], Slater [18], and Jensen-Steffensen [19] inequalities are striking examples where the concept of convexity plays a pivotal role, providing a solid foundation for their formulation and proof. One of the most captivating inequalities that emerge with the aid of convexity is the renowned Jensen inequality [20]. The beauty of the Jensen inequality lies not only in its elegance and simplicity but also in its versatility and widespread applicability [21-23]. It serves as a cornerstone for numerous mathematical proofs and has paved the way for deeper exploration and understanding of convexity and related concepts [24-26].

The continuous form of the Jensen inequality is defined as follows [27]:
Suppose that $p, f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow\left[\beta_{1}, \beta_{2}\right]$ are integrable functions with $p \geq 0$ on $\left[\alpha_{1}, \alpha_{2}\right]$ and $p^{*}:=\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) d \varrho>0$. Further, let $\psi:\left[\beta_{1}, \beta_{2}\right] \rightarrow \mathbb{R}$ be a convex function and $\psi \circ f$ be integrable. Then

$$
\begin{equation*}
\psi\left(\frac{1}{p^{*}} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) f(\varrho) d \varrho\right) \leq \frac{1}{p^{*}} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho . \tag{1}
\end{equation*}
$$

The concave function $\psi$ reverses the validity of the inequality (1).
Jensen's inequality offers a straightforward and uncomplicated approach to understanding and proving various concepts. Due to these facts and figures, $\mathrm{it}^{\prime} \mathrm{s}$ evident that Jensen's inequality is a highly studied topic in the realm of research activities. Kian [28] introduced an operator-based representation of the Jensen inequality specifically designed for super-quadratic functions, along with a discussion on the applications stemming from the obtained results. Matković et al. [29] presented a variant of Jensen's inequality for operators by applying the notion of convexity, which serves as a generalization of Mercer's result. In 2008, Zhu and Yang [30] utilized Jensen's inequality to analyze and discuss the stability of discrete-time delay systems. Ullah et al. [31] introduced some improvements of the discrete as well as integral Jensen's inequality by implementing 4-convexity. You et al. [32] utilized the integral version of Jensen's inequality and established improvements of the Slater inequality in both discrete and integral forms.

In the remaining part of the current section, we want to divert our attention to the concept of majorization.

Majorization is a mathematical concept that quantifies the comparison of two vectors or sequences in a specific order based on certain criteria [33,34]. In essence, majorization compares the "spread" or arrangement of elements in one vector with that of another, determining if one vector is more spread out than the other according to a particular criterion [35]. At this moment, we give the definition of majorization [36]: Let $\mathbf{x}=$ $\left(\varrho_{1}, \varrho_{2}, \cdots, \varrho_{n}\right)$ and $\mathbf{y}=\left(\sigma_{1}, \sigma_{2}, \cdots, \sigma_{n}\right)$ be any two $n$-tuples, and

$$
\varrho_{[1]} \geq \varrho_{[2]} \geq \cdots \geq \varrho_{[n]}, \quad \sigma_{[1]} \geq \sigma_{[2]} \geq \cdots \geq \sigma_{[n]}
$$

be the decreasing order of the tuples $\mathbf{x}$ and $\mathbf{y}$ respectively. Then $\mathbf{y}$ is said to be majorized by x, if

$$
\begin{aligned}
\sum_{i=1}^{k} \varrho_{[i]} & \geq \sum_{i=1}^{k} \sigma_{[i]}, \quad k=1,2, \cdots, n-1, \\
\sum_{i=1}^{n} \varrho_{i} & =\sum_{i=1}^{n} \sigma_{i} .
\end{aligned}
$$

In symbols, majorization can be represented as $\mathbf{x} \succ \mathbf{y}$.
In 1932, Karamata [37] formulated a relation for majorized tuples utilizing principles of convexity, and this relation is well-recognized as the majorization inequality in literature. The Karamata relation for majorized tuples can be expressed as:

Suppose that $\mathbf{x}=\left(\varrho_{1}, \varrho_{2}, \cdots, \varrho_{n}\right), \mathbf{y}=\left(\sigma_{1}, \sigma_{2}, \cdots, \sigma_{n}\right) \in\left[\alpha_{1}, \alpha_{2}\right]^{n}$ are $n$-tuples such that $\mathbf{x} \succ \mathbf{y}$, and further presume that $\psi:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ is a convex function. Then

$$
\begin{equation*}
\sum_{i=1}^{n} \psi\left(\varrho_{i}\right) \geq \sum_{i=1}^{n} \psi\left(\sigma_{i}\right) \tag{2}
\end{equation*}
$$

The inequality (2) flips when considering the concave function $\psi$.
The discrete majorization inequality plays a vital role in comparing, ordering, and analyzing discrete sequences or vectors, making it a valuable tool in various mathematical and applied domains $[38,39]$.

Now, we give the definition of majorization for functions [40]:

Assume that $f$ and $g$ are any functions on $\left[\alpha_{1}, \alpha_{2}\right]$, then function $f$ is said to majorizes $g$ (abbreviated as $f \succ g$ ), if both $f$ and $g$ are decreasing and satisfy:

$$
\int_{\alpha_{1}}^{\sigma} f(\varrho) d \varrho \geq \int_{\alpha_{1}}^{\sigma} g(\varrho) d \varrho, \quad \sigma \in\left[\alpha_{1}, \alpha_{2}\right]
$$

and

$$
\int_{\alpha_{1}}^{\alpha_{2}} f(\varrho) d \varrho=\int_{\alpha_{1}}^{\alpha_{2}} g(\varrho) d \varrho .
$$

Inequality (2) can be used for comparing individual elements. However, in recent years, a question has been posed regarding how to effectively compare function values over a set using the concept of majorization. This question is answered by developing the integral version of majorization inequality. The integral majorization inequality can be verbalized as follows [40]:

Let $f, g:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow\left[\beta_{1}, \beta_{2}\right]$ be decreasing functions such that their integral exists, and $f \succ g$. If $\psi$ is convex on $\left[\beta_{1}, \beta_{2}\right]$, then

$$
\begin{equation*}
\int_{\alpha_{1}}^{\alpha_{2}} \psi(f(\varrho)) d \varrho \geq \int_{\alpha_{1}}^{\alpha_{2}} \psi(g(\varrho)) d \varrho . \tag{3}
\end{equation*}
$$

In the case of a concave function $\psi$, inequality (3) is satisfied in the reverse direction.
In 1995, Maligranda et al. [41] gave the weighted version of (3), which states that: Assume that $\psi:\left[\beta_{1}, \beta_{2}\right] \rightarrow \mathbb{R}$ is convex and $p, f, g:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow\left[\beta_{1}, \beta_{2}\right]$ are continuous functions such that $p(\varrho) \geq 0, \varrho \in\left[\alpha_{1}, \alpha_{2}\right]$ with

$$
\begin{equation*}
\int_{\alpha_{1}}^{\sigma} p(\varrho) f(\varrho) d \varrho \geq \int_{\alpha_{1}}^{\sigma} p(\varrho) g(\varrho) d \varrho, \quad \sigma \in\left[\alpha_{1}, \alpha_{2}\right] \tag{4}
\end{equation*}
$$

and

$$
\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) f(\varrho) d \varrho=\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) g(\varrho) d \varrho .
$$

If $g$ is decreasing, then

$$
\begin{equation*}
\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho \geq \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(g(\varrho)) d \varrho . \tag{5}
\end{equation*}
$$

If $f$ is increasing, then (5) true in reverse direction.
Several mathematicians have focused on majorization inequality and used different approaches for the derivation of results for majorization inequality. In [36,40], Dragomir used a new approach of applying Chebyshev's inequality with the help of synchronous functions as well as sequences without using condition (4) and obtained the weighted version of majorization inequality. Niezgoda was inspired by the idea of Dragomir and utilized the generalized Chebyshev's inequality for separable sequences [42]. These generalized results of majorization have been discussed for certain orthogonal bases. Also, Niezgoda [43] used the concept of majorization and presented enhanced results for the Jensen-Mercer inequality, while these results have been further applied for the derivation of interesting conticrete Hermite-Hadarmard type inequalities [44] which attracted the attention of other mathematicians. The book [45] contains numerous results on majorization and its applications. Particularly, these results are associated with different interpolation polynomials and Green functions. Several identities for majorization difference have been obtained that contain the $n^{\text {th }}$ derivative of the function. By virtue of $n$-convexity and some features of interpolation polynomials, several generalized majorization inequalities have been derived. Further, these results have been discussed for certain tuples and functions which have been utilized for obtaining the classical majorization inequalities. Generalized mean value theorems, log convexity, and exponential convexity have also been proved for the generalized results of majorization. Moreover, the generalized results of majorization have been devoted to applications in information theory. In 2021, Bradanović [46] obtained
some improvements of majorization inequalities with the help of superquadratic functions, which is in fact the generalized concept of convexity. The results are also associated with different entropies. The work of Chin and Huh is very remarkable with respect to applications of majorization for linear optical networks [47]. Very recently, the integral majorization inequalities have been studied and derived the Hermite-Hadamard-Fejer-Type inequalities and several applications have presented in information theory [48].

## 2. Main Results

This section focuses on the key results, which will offer estimations for majorization and Jensen differences. The primary aim of this section is to obtain estimates for the majorization difference through the use of functions that are twice differentiable. The estimates we aim to obtain can be achieved by utilizing the concepts of convexity, Hölder's inequality, the well-recognized Jensen's inequality, and the renowned power mean inequality. We will examine the direct consequences of each outcome with respect to the Jensen differences. We commence this section with the subsequent lemma, which introduces an identity linked to the majorization difference.

Lemma 1. Let $\psi:\left(\beta_{1}, \beta_{2}\right) \rightarrow \mathbb{R}$ be a twice differentiable function such that $\psi^{\prime \prime}$ is integrable and $f, g:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow\left(\beta_{1}, \beta_{2}\right), p:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow[0, \infty)$ be integrable functions. Then

$$
\begin{align*}
& \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(g(\varrho)) d \varrho \\
&= \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2} \int_{0}^{1} t \psi^{\prime \prime}(t g(\varrho)+(1-t) f(\varrho)) d t d \varrho \\
& \quad-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho . \tag{6}
\end{align*}
$$

Proof. By avoiding unnecessary generalizations, let us suppose that $g(\varrho)$ and $f(\varrho)$ are distinct for every $\varrho$ in $\left[\alpha_{1}, \alpha_{2}\right]$. Employing the technique of integration by parts, we can deduce the following identity:

$$
\begin{align*}
\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) & (g(\varrho)-f(\varrho))^{2} \int_{0}^{1} t \psi^{\prime \prime}(t g(\varrho)+(1-t) f(\varrho)) d t d \varrho \\
= & \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2}\left(\left.\frac{t}{g(\varrho)-f(\varrho)} \psi^{\prime}(t g(\varrho)+(1-t) f(\varrho))\right|_{0} ^{1}\right. \\
& \left.-\frac{1}{g(\varrho)-f(\varrho)} \int_{0}^{1} \psi^{\prime}(t g(\varrho)+(1-t) f(\varrho)) d t\right) d \varrho \\
= & \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2}\left(\frac{\psi^{\prime}(g(\varrho))}{g(\varrho)-f(\varrho)}-\left.\frac{1}{(g(\varrho)-f(\varrho))^{2}} \psi(t g(\varrho)+(1-t) f(\varrho))\right|_{0} ^{1}\right) d \varrho \\
= & \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2}\left(\frac{\psi^{\prime}(g(\varrho))}{g(\varrho)-f(\varrho)}-\frac{1}{(g(\varrho)-f(\varrho))^{2}}(\psi(g(\varrho))-\psi(f(\varrho)))\right) d \varrho \\
= & \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(\psi(g(\varrho))-\psi(f(\varrho))) d \varrho . \tag{7}
\end{align*}
$$

We arrive to the identity (8) by rearranging the terms of (7):

$$
\begin{align*}
& \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(g(\varrho)) d \varrho \\
&= \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2} \int_{0}^{1} t \psi^{\prime \prime}(t g(\varrho)+(1-t) f(\varrho)) d t d \varrho \\
& \quad-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho . \tag{8}
\end{align*}
$$

Without a doubt, (6) and (7) are one and the same.

We leverage the Hölder inequality and the notion of a convex function to establish an improvement concern to the majorization inequality, which is verbalized in the upcoming theorem.

Theorem 1. Let $\psi:\left(\beta_{1}, \beta_{2}\right) \rightarrow \mathbb{R}$ be a twice differentiable function such that $\psi^{\prime \prime}$ is integrable and $\left|\psi^{\prime \prime}\right|^{q}$ is convex for $q>1$. Also, assume that $f, g:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow\left(\beta_{1}, \beta_{2}\right), p:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow[0, \infty)$ are integrable functions. Then

$$
\begin{array}{r}
\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(g(\varrho)) d \varrho \leq-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho \\
\quad+\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2}\left(\frac{(q+1)\left|\psi^{\prime \prime}(g(\varrho))\right|^{q}+\left|\psi^{\prime \prime}(f(\varrho))\right|^{q}}{(q+1)(q+2)}\right)^{\frac{1}{q}} d \varrho . \tag{9}
\end{array}
$$

Proof. Since, $\psi(\varrho) \leq|\psi(\varrho)|$ holds true for all $\varrho$ in $\left[\alpha_{1}, \alpha_{2}\right]$. Therefore, from the identity (6), we can infer the following expression:

$$
\begin{array}{r}
\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(g(\varrho)) d \varrho \leq-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho \\
+\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2} \int_{0}^{1}\left|t \psi^{\prime \prime}(t g(\varrho)+(1-t) f(\varrho))\right| d t d \varrho . \tag{10}
\end{array}
$$

Upon applying the Hölder inequality to the second term on the right-hand side of (10), we arrive at the following inequality:

$$
\begin{align*}
\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi & (f(\varrho)) d \varrho-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(g(\varrho)) d \varrho \leq-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho \\
& +\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2}\left(\int_{0}^{1} t^{q}\left|\psi^{\prime \prime}(t g(\varrho)+(1-t) f(\varrho))\right|^{q} d t\right)^{\frac{1}{q}} d \varrho . \tag{11}
\end{align*}
$$

Now, by making use of convexity of the function $\left|\psi^{\prime \prime}\right|^{q}$ on the right-hand side of (11), we obtain:

$$
\begin{align*}
& \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(g(\varrho)) d \varrho \\
& \leq-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho+\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2} \\
& \quad \times\left(\left|\psi^{\prime \prime}(g(\varrho))\right|^{q} \int_{0}^{1} t^{q+1} d t+\left|\psi^{\prime \prime}(f(\varrho))\right|^{q} \int_{0}^{1} t^{q}(1-t) d t\right)^{\frac{1}{q}} d \varrho . \tag{12}
\end{align*}
$$

Through the evaluation of integrals given in inequality (12), we are led to the improvement presented in (9).

The following corollary stems from Theorem 1, presenting an improvement to the Jensen inequality.

Corollary 1. Let $\psi:\left(\beta_{1}, \beta_{2}\right) \rightarrow \mathbb{R}$ be a twice differentiable function such that $\psi^{\prime \prime}$ is integrable and $\left|\psi^{\prime \prime}\right|^{q}$ is convex for $q>1$. Also, assume that $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow\left(\beta_{1}, \beta_{2}\right), p:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow[0, \infty)$ are integrable functions and $p^{*}:=\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) d \varrho>0, \bar{f}:=\frac{1}{p^{*}} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) f(\varrho) d \varrho$. Then

$$
\begin{align*}
& \frac{1}{p^{*}} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho-\psi(\bar{f}) \\
& \quad \leq \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(\bar{f}-f(\varrho))^{2}\left(\frac{(q+1)\left|\psi^{\prime \prime}(\bar{f})\right|^{q}+\left|\psi^{\prime \prime}(f(\varrho))\right|^{q}}{(q+1)(q+2)}\right)^{\frac{1}{q}} d \varrho \tag{13}
\end{align*}
$$

Proof. Replacing $g(\varrho)$ with $\bar{f}$ in inequality (9) leads us directly to the anticipated outcome (13).

Remark 1. In inequality (4), Khan et al. [49] demonstrated an enhancement similar to the improvement outlined in Corollary 1, which provides an estimate for the absolute Jensen difference.

The upcoming theorem presents an inequality for majorization, potentially attainable through the utilization of the Hölder inequality and the convex function formulation.

Theorem 2. Let us assume that all the conditions of Theorem 1 hold true, and additionally, consider the scenario that $\frac{1}{p}+\frac{1}{q}=1, p, q>1$. Then

$$
\begin{gather*}
\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(g(\varrho)) d \varrho \leq-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho \\
\quad+\left(\frac{1}{p+1}\right)^{\frac{1}{p}} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2}\left(\frac{\left|\psi^{\prime \prime}(g(\varrho))\right|^{q}+\left|\psi^{\prime \prime}(f(\varrho))\right|^{q}}{2}\right)^{\frac{1}{q}} d \varrho . \tag{14}
\end{gather*}
$$

Proof. We can easily reach to (15), by employing the Hölder inequality on the right side of inequality (10):

$$
\begin{gathered}
\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(g(\varrho)) d \varrho \leq-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho \\
\quad+\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2}\left(\int_{0}^{1} t^{p} d t\right)^{\frac{1}{p}}\left(\int_{0}^{1}\left|\psi^{\prime \prime}(t g(\varrho)+(1-t) f(\varrho))\right|^{q} d t\right)^{\frac{1}{q}} d \varrho \\
=\left(\frac{1}{p+1}\right)^{\frac{1}{p}} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2}\left(\int_{0}^{1}\left|\psi^{\prime \prime}(\operatorname{tg}(\varrho)+(1-t) f(\varrho))\right|^{q} d t\right)^{\frac{1}{q}} d \varrho \\
\quad-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho .
\end{gathered}
$$

Simply applying the convex function definition to the right side of (15), we drive

$$
\begin{array}{r}
\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(g(\varrho)) d \varrho \leq-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho \\
+\left(\frac{1}{p+1}\right)^{\frac{1}{p}} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2}\left(|(g(\varrho))|^{q} \int_{0}^{1} t d t+\left|\psi^{\prime \prime}(f(\varrho))\right|^{q} \int_{0}^{1}(1-t) d t\right)^{\frac{1}{\varphi}} d \varrho . \tag{16}
\end{array}
$$

Now, upon evaluating the integrals in (16), we obtain (14).
The following corollary establishes an improvement for the Jensen inequality, which can be followed straightly from Theorem 2.

Corollary 2. Presume that the hypotheses of Corollary 1 are fulfilled, and additionally, let $\frac{1}{p}+\frac{1}{q}=1$. Then

$$
\begin{align*}
\frac{1}{p^{*}} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho-\psi(\bar{f}) \leq & \frac{1}{p^{*}}\left(\frac{1}{p+1}\right)^{\frac{1}{p}} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(\bar{f}-f(\varrho))^{2} \\
& \times\left(\frac{\left|\psi^{\prime \prime}(\bar{f})\right|^{q}+\left|\psi^{\prime \prime}(f(\varrho))\right|^{q}}{2}\right)^{\frac{1}{q}} d \varrho \tag{17}
\end{align*}
$$

Proof. By choosing $g(\varrho)$ as substitute of $\bar{f}$ in (14), we arrive at the inequality (17).
Remark 2. A comparable improvement to the one presented on the right side of (17) is also achieved in inequality (9) by Khan et al. in [49].

The ensuing theorem elegantly provides an improvement for the integral majorization inequality by harnessing the power of the Hölder's and Jensen's inequalities.

Theorem 3. Let $\psi:\left(\beta_{1}, \beta_{2}\right) \rightarrow \mathbb{R}$ be a twice differentiable function such that $\psi^{\prime \prime}$ is integrable and $\left|\psi^{\prime \prime}\right|$ is concave. Also, assume that $f, g:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow\left(\beta_{1}, \beta_{2}\right), p:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow[0, \infty)$ are integrable functions. Then

$$
\begin{align*}
& \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(g(\varrho)) d \varrho \\
& \leq \frac{1}{2} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2}\left|\psi^{\prime \prime}\left(\frac{2 g(\varrho)+f(\varrho)}{3}\right)\right| d \varrho \\
&-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho . \tag{18}
\end{align*}
$$

Proof. By employing the property of the absolute function, we can rewrite identity (6) as:

$$
\begin{align*}
\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho- & \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(g(\varrho)) d \varrho \\
\leq & \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2} \int_{0}^{1}\left|t \psi^{\prime \prime}(t g(\varrho)+(1-t) f(\varrho))\right| d t d \varrho \\
& -\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho . \tag{19}
\end{align*}
$$

At the moment, leveraging Jensen's inequality on the right side of (19), we achieve:

$$
\begin{gather*}
\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(g(\varrho)) d \varrho \leq-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho \\
\quad+\frac{1}{2} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2}\left|\psi^{\prime \prime}\left(\frac{\int_{0}^{1} t(t g(\varrho)+(1-t) f(\varrho)) d t}{\int_{0}^{1} t d t}\right)\right| d \varrho . \tag{20}
\end{gather*}
$$

Upon simplification of the inequality (20), we attain the improvement articulated in (18).
A further improvement of the Jensen inequality is outlined in the forthcoming corollary, which can directly be followed from Theorem 3.

Corollary 3. Presume that the hypotheses of Corollary 1 are fulfilled but instead of $\left|\psi^{\prime \prime}\right|^{q}$ convexity, assume that $\left|\psi^{\prime \prime}\right|$ is a concave function. Then

$$
\begin{equation*}
\frac{1}{p^{*}} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho-\psi(\bar{f}) \leq \frac{1}{2 p^{*}} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(\bar{f}-f(\varrho))^{2}\left|\psi^{\prime \prime}\left(\frac{2 \bar{f}+f(\varrho)}{3}\right)\right| d \varrho . \tag{21}
\end{equation*}
$$

Proof. By substituting $\bar{f}$ for $g(\varrho)$ in the inequality (18), we arrive at (21).
Remark 3. The improvement of the Jensen inequality derived in inequality (12) in the article [49] will resemble the improvement presented in (21), when we consider $q=1$ in (12).

The upcoming theorem offers a further refinement of the majorization inequality, which can be derived by employing both the Hölder inequality and Jensen's inequality.

Theorem 4. Let us suppose that all statements in Theorem 2 hold true but instead of $\left|\psi^{\prime \prime}\right|^{q}$ convexity assume that $\left|\psi^{\prime \prime}\right|^{q}$ is concave function for $q>1$. Then

$$
\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(g(\varrho)) d \varrho \leq-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho
$$

$$
\begin{equation*}
+\left(\frac{1}{p+1}\right)^{\frac{1}{p}} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2}\left|\psi^{\prime \prime}\left(\frac{g(\varrho)+f(\varrho)}{2}\right)\right| d \varrho . \tag{22}
\end{equation*}
$$

Proof. The inequality (23) can be deduced by employing the Hölder inequality to the expression on the right-hand side of (19):

$$
\begin{align*}
& \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(g(\varrho)) d \varrho \leq-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho \\
& +\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2}\left(\int_{0}^{1} t^{p} d t\right)^{\frac{1}{p}}\left(\int_{0}^{1}\left|\psi^{\prime \prime}(\operatorname{tg}(\varrho)+(1-t) f(\varrho))\right|^{q} d t\right)^{\frac{1}{q}} d \varrho \\
& =\left(\frac{1}{p+1}\right)^{\frac{1}{p}} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2}\left(\int_{0}^{1}\left|\psi^{\prime \prime}(\operatorname{tg}(\varrho)+(1-t) f(\varrho))\right|^{q} d t\right)^{\frac{1}{q}} d \varrho \\
& \quad-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho . \tag{23}
\end{align*}
$$

To arrive at (24), simply apply Jensen's inequality to the expression on the right-hand side of (23):

$$
\begin{align*}
& \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(g(\varrho)) d \varrho \leq-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho \\
& \quad+\left(\frac{1}{p+1}\right)^{\frac{1}{p}} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2}\left|\psi^{\prime \prime}\left(\int_{0}^{1}(\operatorname{tg}(\varrho)+(1-t) f(\varrho)) d t\right)\right| d \varrho . \tag{24}
\end{align*}
$$

By evaluating the integral on the right-hand side of (24), we reach to (22).
The subsequent corollary articulates another improvement of the Jensen inequality stemming from Theorem 4.

Corollary 4. Presume that all the hypotheses of Corollary 2 are fulfilled but instead of $\left|\psi^{\prime \prime}\right|^{q}$ convexity, assume that $\left|\psi^{\prime \prime}\right|^{q}$ is concave function. Then

$$
\begin{align*}
\frac{1}{p^{*}} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) & \psi(f(\varrho)) d \varrho-\psi(\bar{f}) \\
& \leq \frac{1}{p^{*}}\left(\frac{1}{p+1}\right)^{\frac{1}{p}} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(\bar{f}-f(\varrho))^{2}\left|\psi^{\prime \prime}\left(\frac{\bar{f}+f(\varrho)}{2}\right)\right| d \varrho \tag{25}
\end{align*}
$$

Proof. By simply changing $g(\varrho)$ with $\bar{f}$ in inequality (22), we acquire (25).
Remark 4. Khan et al. [49] presented an improvement of the Jensen inequality in (16) in the absolute sense, which is alike to our improvement of the Jensen inequality stated in (25).

Theorem 5 elegantly leverages the definition of convex functions along with the power mean inequality, furnishing an improvement for the discernible majorization inequality.

Theorem 5. Presume that the stated assumptions in Theorem 1 hold true, then

$$
\begin{align*}
\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(g(\varrho)) d \varrho \leq-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho \\
\quad+\left(\frac{1}{2}\right)^{1-\frac{1}{q}} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2}\left(\frac{2\left|\psi^{\prime \prime}(g(\varrho))\right|^{q}+\left|\psi^{\prime \prime}(f(\varrho))\right|^{q}}{6}\right)^{\frac{1}{q}} d \varrho . \tag{26}
\end{align*}
$$

Proof. When the power mean inequality is applied to the expression on the right side of (10), then we reach to the below inequality:

$$
\begin{align*}
& \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(g(\varrho)) d \varrho \leq-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho \\
&+ \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2}\left(\int_{0}^{1} t d t\right)^{1-\frac{1}{\eta}}\left(\int_{0}^{1} t\left|\psi^{\prime \prime}(t g(\varrho)+(1-t) f(\varrho))\right|^{q} d t\right)^{\frac{1}{\eta}} d \varrho \\
&=\left(\frac{1}{2}\right)^{1-\frac{1}{\eta}} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho))^{2}\left(\int_{0}^{1} t\left|\psi^{\prime \prime}(\operatorname{tg}(\varrho)+(1-t) f(\varrho))\right|^{q} d t\right)^{\frac{1}{\eta}} d \varrho \\
& \quad-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho . \tag{27}
\end{align*}
$$

By leveraging the convex nature of the function $\left|\psi^{\prime \prime}\right|^{q}$ on the right side of (27), we arrive at:

$$
\left.\left.\begin{array}{rl}
\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho-\int_{\alpha_{1}}^{\alpha_{2}} & p(\varrho)
\end{array}\right) \psi(g(\varrho)) d \varrho\right) .
$$

Now, arriving at the improvement elucidated in (26) is a straightforward process, simply by evaluating the integrals provided in (28).

The subsequent corollary provides an improvement of the Jensen inequality as an immediate consequence of Theorem 5.

Corollary 5. Assuming the stipulated assumptions of Corollary 1 hold, then

$$
\begin{align*}
\frac{1}{p^{*}} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi(f(\varrho)) d \varrho-\psi(\bar{f}) \leq & \frac{1}{p^{*}}\left(\frac{1}{2}\right)^{1-\frac{1}{q}} \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(\bar{f}-f(\varrho))^{2} \\
& \times\left(\frac{2\left|\psi^{\prime \prime}(\bar{f})\right|^{q}+\left|\psi^{\prime \prime}(f(\varrho))\right|^{q}}{6}\right)^{\frac{1}{q}} d \varrho \tag{29}
\end{align*}
$$

Proof. Upon changing $g(\varrho)$ with $\bar{f}$ in inequality (26), we gain (29).
Remark 5. In inequality (19), Khan and colleagues [49] achieved an improvement of the Jensen inequality in an absolute sense, akin to the improvement outlined in (29).

Remark 6. In the article [50], Basir et al. discovered the discrete versions of the above aforementioned results.

## 3. Analysis of the Superiority of Key Findings

The objective of this section is to highlight the scenarios under which the main results, given in Theorem 1 to Theorem 5 concerning majorization inequalities will become more accurate and excellent. The discussion regarding the superiority and bitterness of the main results primarily hinges on the integral value: $\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho$. The critical question here is under which context the results will be fine. So, the answer is that the improvements will be attractive if the integral: $\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho$ is non-negative. In this segment, we will investigate the conditions that render the integral: $\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho$ non-negative.

At this juncture, we aim to elucidate and shed light on the specific scenario in which the integral:

$$
\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho
$$

leading to a state where its value is non-negative:

- A By employing the proof concept outlined in [41], one can substantiate that the expression " $\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho$ " remains non-negative under specified conditions that the function $\psi$ is convex, with further restrictions:
(i) $g(\varrho)$ is a monotonically decreasing function that fulfills

$$
\begin{equation*}
\int_{\alpha_{1}}^{k} p(\varrho) f(\varrho) d \varrho \leq \int_{\alpha_{1}}^{k} p(\varrho) g(\varrho) d \varrho, \quad k \in\left[\alpha_{1}, \alpha_{2}\right] \tag{30}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) f(\varrho) d \varrho=\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) g(\varrho) d \varrho . \tag{31}
\end{equation*}
$$

OR
(ii) $g(\varrho)$ is a monotonically increasing function with

$$
\begin{equation*}
\int_{\alpha_{1}}^{k} p(\varrho) f(\varrho) d \varrho \geq \int_{\alpha_{1}}^{k} p(\varrho) g(\varrho) d \varrho, \quad k \in\left[\alpha_{1}, \alpha_{2}\right] \tag{32}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) f(\varrho) d \varrho=\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) g(\varrho) d \varrho . \tag{33}
\end{equation*}
$$

- B If $\psi$ is a convex function and both $g$ and $f-g$ exhibit monotonicity in the same direction and satisfy the condition expressed as

$$
\begin{equation*}
\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) f(\varrho) d \varrho=\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) g(\varrho) d \varrho, \tag{34}
\end{equation*}
$$

then by following the proof methodology outlined in the Theorem 6 stated in [40], it becomes evident that the expression " $\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho^{\prime \prime}$ is non-negative.

- C Applying the proof methodology of Theorem 7 given in [40], considering the stipulations that the function $\psi$ is both increasing and convex and further assuming that $g$ and $f-g$ are monotonicity functions in a similar direction, while also satisfying the inequality given by:

$$
\begin{equation*}
\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) f(\varrho) d \varrho \geq \int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) g(\varrho) d \varrho, \tag{35}
\end{equation*}
$$

one can establish that $\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)(g(\varrho)-f(\varrho)) \psi^{\prime}(g(\varrho)) d \varrho \geq 0$.

## 4. Applications in Information Theory

Information theory is a mathematical and conceptual framework that quantifies the storage, transmission, and processing of information. It originated with the work of Claude Shannon in the mid-20th century and has since become a fundamental discipline in various fields, including computer science, electrical engineering, telecommunications, linguistics, and neuroscience.

The present section is dedicated to elucidating the practical implications of key findings within the realm of information theory. The envisaged applications will encompass the provisioning of rigorous bounds for the esteemed Csiszár and Kullback-Leibler divergences, Shannon entropy, and Bhattacharyya coefficient. To present the desired estimates for the aforementioned concepts, we first define them.

Definition 1. Let $\psi:\left[\beta_{1}, \beta_{2}\right] \rightarrow \mathbb{R}, f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}, p:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow(0, \infty)$ be integrable functions such that $\psi \circ \frac{f}{p}$ is integrable and $\frac{f(\varrho)}{p(\varrho)} \in\left[\beta_{1}, \beta_{2}\right]$ for $\varrho \in\left[\alpha_{1}, \alpha_{2}\right]$. Then, the Csiszár divergence is defined as follows:

$$
C_{\psi}(p, f)=\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \psi\left(\frac{f(\varrho)}{p(\varrho)}\right) d \varrho .
$$

Definition 2. Let p, $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be any positive probability density functions. Then

- The Shannon entropy is defined by:

$$
S_{p}=-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \log p(\varrho) d \varrho
$$

- The Kullback-Liebler divergence is defined as follows:

$$
\boldsymbol{K}_{p ; f}=\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \log \left(\frac{p(\varrho)}{f(\varrho)}\right) d \varrho .
$$

- The Bhattacharyya coefficient is defined as:

$$
\boldsymbol{B}_{p ; f}=\int_{\alpha_{1}}^{\alpha_{2}} \sqrt{p(\varrho) f(\varrho)} d \varrho .
$$

Theorem 6. Let $\psi:\left(\beta_{1}, \beta_{2}\right) \rightarrow \mathbb{R}$ be a twice differentiable function such that $\psi^{\prime \prime}$ is integrable and $\left|\psi^{\prime \prime}\right|^{q}(q>1)$ is convex. Also, assume that $f, g:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}, p:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow(0, \infty)$ are integrable functions and $\frac{f(\rho)}{p(\varrho)}, \frac{g(\rho)}{p(\varrho)} \in\left(\beta_{1}, \beta_{2}\right)$ for $\varrho \in\left[\alpha_{1}, \alpha_{2}\right]$. Then

$$
\begin{align*}
& C_{\psi}(p, g)-C_{\psi}(p, f) \\
& \leq \quad \int_{\alpha_{1}}^{\alpha_{2}} \frac{(g(\varrho)-f(\varrho))^{2}}{p(\varrho)}\left(\frac{(q+1)\left|\psi^{\prime \prime}\left(\frac{g(\varrho)}{p(\varrho)}\right)\right|^{q}+\left|\psi^{\prime \prime}\left(\frac{f(\varrho)}{p(\varrho)}\right)\right|^{q}}{(q+1)(q+2)}\right)^{\frac{1}{q}} d \varrho \\
& \quad-\int_{\alpha_{1}}^{\alpha_{2}}(g(\varrho)-f(\varrho)) \psi^{\prime}\left(\frac{g(\varrho)}{p(\varrho)}\right) d \varrho . \tag{36}
\end{align*}
$$

Proof. To arrive at the inequality (36), substitute $\frac{f(\varrho)}{p(\varrho)}$ for $f(\varrho)$ and $\frac{g(\varrho)}{p(\varrho)}$ for $g(\varrho)$ in (9).
Corollary 6. Presume that $p, g:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow(0, \infty)$ are integrable functions with $\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) d \varrho=1$ and $q>1$, then

$$
\begin{align*}
S_{p}-\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho) \log \left(\frac{g(\varrho)}{p(\varrho)}\right) d \varrho \leq & \int_{\alpha_{1}}^{\alpha_{2}} \frac{(g(\varrho)-1)^{2}}{p(\varrho)}\left(\frac{(q+1)\left(\frac{p(\varrho)}{g(\varrho)}\right)^{2 q}+x_{j}^{2 q}}{(q+1)(q+2)}\right)^{\frac{1}{q}} d \varrho \\
& +\int_{\alpha_{1}}^{\alpha_{2}}(g(\varrho)-1)\left(\frac{p(\varrho)}{g(\varrho)}\right) d \varrho . \tag{37}
\end{align*}
$$

Proof. By taking $\psi(\varrho)=-\log \varrho, \varrho>0$ and $f(\varrho)=1$ in (36), we receive (37).
Corollary 7. Let p, $f, g:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow(0, \infty)$ be integrable functions with $\int_{\alpha_{1}}^{\alpha_{2}} p(\varrho)$ d $\varrho=\int_{\alpha_{1}}^{\alpha_{2}} g(\varrho)$ $d \varrho=\int_{\alpha_{1}}^{\alpha_{2}} f(\varrho) d \varrho=1$. If $q>1$, then

$$
\begin{align*}
\boldsymbol{K}_{p, g}-\boldsymbol{K}_{p, f} \leq & \int_{\alpha_{1}}^{\alpha_{2}} \frac{(g(\varrho)-f(\varrho))^{2}}{p(\varrho)}\left(\frac{(q+1)\left(\frac{p(\varrho)}{g(\varrho)}\right)^{2 q}+\left(\frac{p(\varrho)}{f(\varrho)}\right)^{2 q}}{(q+1)(q+2)}\right)^{\frac{1}{q}} d \varrho \\
& +\int_{\alpha_{1}}^{\alpha_{2}}(g(\varrho)-f(\varrho))\left(\frac{p(\varrho)}{g(\varrho)}\right) d \varrho \tag{38}
\end{align*}
$$

Proof. By applying inequality (36) for $\psi(\varrho)=-\log \varrho, \varrho>0$, we derive (38).

Corollary 8. Under the assumptions of Corollary 7, the below inequality holds:

$$
\begin{align*}
\boldsymbol{B}_{p, f}- & \boldsymbol{B}_{p, g} \\
\leq & \frac{1}{4} \int_{\alpha_{1}}^{\alpha_{2}} \frac{(g(\varrho)-f(\varrho))^{2}}{p(\varrho)}\left(\frac{(q+1)\left(\frac{p(\varrho)}{g(\varrho)}\right)^{\frac{3 q}{2}}+\left(\frac{p(\varrho)}{f(\varrho)}\right)^{\frac{3 q}{2}}}{(q+1)(q+2)}\right)^{\frac{1}{q}} d \varrho \\
& +\frac{1}{2} \int_{\alpha_{1}}^{\alpha_{2}}(g(\varrho)-f(\varrho)) \sqrt{\frac{p(\varrho)}{g(\varrho)}} d \varrho . \tag{39}
\end{align*}
$$

Proof. Assume $\psi(\varrho)=-\sqrt{\varrho}, \varrho>0$ in (36), we achieve (39).
Remark 7. Likewise, we can present applications of Theorem 2, Theorem 3, Theorem 4, and Theorem 5 for the Csiszár divergences, Kullback-Leibler divergence, Bhattacharyya coefficient, and Shannon entropy.

## 5. Conclusions

Mathematical inequalities keep a fundamental and vital role in mathematical analysis, optimization, statistics, economics, and an array of other disciplines. They serve as potent instruments for demonstrating and addressing a diverse spectrum of both mathematical and real-world challenges spanning different domains. The elegant and foundational concept of convexity serves as a key catalyst for the advancement and formulation of inequalities. In this article, we introduced a series of improvements for majorization inequality in the continuous sense through twice differentiable functions. The principal roles that have been played in the development of desired improvements are the notion of convexity, Jensen inequality, Hölder inequality, and power mean inequality. It is worth noting that certain previous enhancements of the Jensen inequality are deduced as direct consequences of our principal findings. We have also provided criteria that define the conditions under which these improvements yield superior and more accurate estimates for the majorization difference. Furthermore, we have explored the applications of our principal discovery within the realm of information theory. These applications present bounds for the Csiszár and Kullback-Leibler divergences, Bhattacharyya coefficient and Shannon entropy.

Author Contributions: Conceptualization, A.B., M.A.K., H.U., Y.A., C.M. and T.S.; funding acquisition, C.M. and T.S.; investigation, A.B., M.A.K. and C.M.; methodology, H.U., Y.A., C.M. and T.S.; validation, A.B., M.A.K. and H.U.; visualization, Y.A. and C.M.; writing-original draft, A.B., M.A.K., H.U., Y.A. and C.M.; writing-review and editing, A.B., M.A.K., H.U., C.M. and T.S. All authors have read and agreed to the published version of the manuscript.
Funding: This research was funded by National Science, Research and Innovation Fund (NSRF), and Suan Dusit.

Data Availability Statement: Data sharing not applicable.
Acknowledgments: The authors extend their appreciation to the Deanship of Scientific Research at King Khalid University for funding this work through large group Research Project under grant number RGP2/366/44.

Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Hardy, G.H.; Littlewood, J.E.; Pólya, G. Inequalities, 2nd ed.; Cambridge University Press: Cambridge, UK, 1952.
2. Rashid, R.; Latif, M. A.; Hammouch, Z.; Chu, Y.-M. Fractional integral inequalities for strongly h-preinvex functions for a kth order differentiable functions. Symmetry 2019, 11, 1448. [CrossRef]
3. Riaz, M.; Razzaq, A.; Kalsoom, H.; Pamučar, D.; Farid, H.M.A.; Chu, Y.-M. q-rung Orthopair fuzzy geometric aggregation operators based on generalized and group-generalized parameters with application to water loss management. Symmetry 2020, 12, 1236. [CrossRef]
4. Sana, G.; Khan, M.B.; Noor, M.A.; Mohammed, P.O.; Chu, Y.-M. Harmonically convex fuzzy-interval-valued functions and fuzzy-interval Riemann-Liouville fractional integral inequalities. Int. J. Comput. Intell. Syst. 2021, 14, 1809-1822. [CrossRef]
5. Zhao, T.-H.; Wang, M.-K.; Chu, Y.-M. A sharp double inequality involving generalized complete elliptic integral of the first kind. AIMS Math. 2020, 5, 4512-4528. [CrossRef]
6. Zhao, T.-H.; Wang, M.-K.; Chu, Y.-M. Monotonicity and convexity involving generalized elliptic integral of the first kind. Rev. Real Acad. Cienc. Exactas, Fís. Nat. Ser. Matemáticas 2021, 115, 46. [CrossRef]
7. Crosby, F. A Model of Egoistical Relative Deprivation. Psychol. Rev. 1976, 83, 85-113. [CrossRef]
8. Adeel, M.; Khan, K.A.; Pečarić, Đ.; Pečarić, J. Estimation of f-divergence and Shannon entropy by Levinson type inequalities for higher-order convex functions via Taylor polynomial. J. Math. Compt. Sci. 2020, 21, 322-334. [CrossRef]
9. Chu, H.-H.; Kalsoom, H.; Rashid, S.; Idrees, M.; Safdar, F.; Chu, Y.-M. Dumitru Baleanu, Quantum analogs of Ostrowski-type inequalities for Raina's function correlated with coordinated generalized $\Phi$-convex functions. Symmetry 2020, 12, 308. [CrossRef]
10. Pečarić, J.; Persson, L.E.; Tong, Y.L. Convex Functions, Partial Ordering and Statistical Applications; Academic Press: Cambridge, MA, USA, 1992.
11. Zhao, T.-H.; Wang, M.-K.; Chu, Y.-M. Concavity and bounds involving generalized elliptic integral of the first kind. J. Math. Inequal. 2021, 15, 701-724. [CrossRef]
12. Riaz, M.; Hashmi, M.R.; Pamucar, D.; Chu, Y.-M. Spherical linear Diophantine fuzzy sets with modeling uncertainties in MCDM. Comput. Model. Eng. Sci. 2021, 126, 1125-1164. [CrossRef]
13. Chen, S.-B.; Rashid, S.; Hammouch, Z.; Noor, M.A.; Ashraf, R.; Chu, Y.-M. Integral inequalities via Raina's fractional integrals operator with respect to a monotone function. Adv. Differ. Equ. 2020, 2020, 647. [CrossRef]
14. Kalsoom, H.; Rashid, S.; Idrees, M.; Chu, Y.-M.; Baleanu, D. Two-variable quantum integral inequalities of Simpson-type based on higher-order generalized strongly preinvex and quasi-preinvex functions. Symmetry 2020, 12, 51. [CrossRef]
15. Zhao, T.-H.; Shi, L.; Chu, Y.-M. Convexity and concavity of the modified Bessel functions of the first kind with respect to Hölder means. Rev. Real Acad. Cienc. Exactas, Fís. Nat. Ser. Matemáticas 2020, 114, 96. [CrossRef]
16. Dragomir, S.S.; Pearce, E.E.M. Selected Topics on Hermite-Hadamard Inequalities and Applications; Victoria University: Footscray, Australia, 2000.
17. Mercer, A.M. A Variant of Jensen's Inequality. J. Ineq. Pure Appl. Math. 2003, 4, 73.
18. Slater, M.L. A companion inequality to Jensen's inequality. J. Approx. Theory 1981, 32, 160-166. [CrossRef]
19. Boas, R.P. The Jensen-Steffensen inequality. Publ. Elektroteh. Fak. Univ. Beogr. Ser. Mat. 1970, 302-319, 1-8 .
20. Hewitt, E.; Stromberg, K.R. Real and Abstract Analysis; Graduate Text in Mathematics 25; Springer: Berlin/Heidelberg, Germany; New York, NY, USA, 1965.
21. Mukhopadhyay, N. On sharp Jensen's inequality and some unusual applications, communications in statistics. Theor. Methods 2017, 40, 1283-1297. [CrossRef]
22. Niaz, T.; Khan, K.A.; Pečarić, J. On refinement of Jensen's inequality for 3-convex function at a point. Turkish J. Ineq. 2020, 4, 70-80.
23. Pečarić, J.E. A companion to Jensen-Steffensen's inequality. J. Approx. Theory 1985, 44, 289-291. [CrossRef]
24. Micić, J.; Pečarić, J.; Jurica, P. Refined Jensen's operator inequality with condition on spectra. Oper. Matrices 2013, 7, 293-308.
25. Viloria, J.M.; Vivas-Cortez, M. Jensen's inequality for convex functions on N-coordinates. Appl. Math. Inf. Sci. 2020, 12, 931-935. [CrossRef]
26. White, C.C.; Harrington, D.P. Application of Jensen's inequality to adaptive suboptimal design. J. Optim. Theory Appl. 1980, 32, 89-99. [CrossRef]
27. Adil Khan, M.; Ullah, H.; Saeed, T. Some estimations of the Jensen difference and applications. Math. Meth. Appl. Sci. 2023, 46, 5863-5892. [CrossRef]
28. Kian, M. Operator Jensen inequality for superquadratic functions. Linear Algebra Appl. 2014, 456, 82-87. [CrossRef]
29. Matković, A.; Pečarić, J.; Perić, I. A variant of Jensen's inequality of Mercer's type for operators with applications. Linear Algebra Appl. 2006, 418, 551-564. [CrossRef]
30. Zhu, X.L.; Yang, G.H. Jensen inequality approach to stability analysis of discrete-time systems with time-varying delay. In Proceedings of the 2008 American Control Conference, Seattle, WA, USA, 11-13 June 2008; pp. 1644-1649.
31. Ullah, H.; Adil Khan, M.; Saeed, T.; Sayed, Z.M.M.M. Some improvements of Jensen's inequality via 4-convexity and applications. J. Funct. Space 2022, 2022, 2157375. [CrossRef]
32. You, X.; Adil Khan, M.; Ullah, H.; Saeed, T. Improvements of Slater's inequality by means of 4-convexity and its applications. Mathematics 2022, 10, 1274. [CrossRef]
33. Nielsen, M.A.; Vidal, G. Majorization and the interconversion of bipartite states. Quantum Inf. Comput. 2001, 1, 76-93. [CrossRef]
34. Bhatia, R. Matrix Analysis; Springer: New York, NY, USA, 1997.
35. Horn, R.A.; Johnson, C.R. Matrix Analysis, 2nd ed.; Cambridge University Press: Cambridge, UK, 2012.
36. Dragomir, S.S. Some majorisation type discrete inequalities for convex functions. Math. Ineq. Appl. 2004, 7, 207-216. [CrossRef]
37. Karamata, J. Sur une inégalité relative aux fonctions convexes. Publ. Math. Univ. Belgrade 1932, 1, 145-148.
38. Zhao, T.-H.; Zhou, B.-C.; Wang, M.-K.; Chu, Y.-M. On approximating the quasi-arithmetic mean. J. Inequal. Appl. 2019, $2019,42$. [CrossRef]
39. Arens, R.; Goldberg, M. Weighted $l_{\infty}$ norms for matrices. Linear Algebra Appl. 1994, 201, 155-163. [CrossRef]
40. Barnett, N.S.; Cerone, P.; Dragomir, S.S. Majorisation inequalities for Stieltjes integrals. Appl. Math. Lett. 2009, 22, 416-421. [CrossRef]
41. Maligranda, L.; Pečarić J.; Persson, L.E. Weighted Favard and Berwald inequalities. J. Math. Anal. Appl. 1995, 190, 248-262. [CrossRef]
42. Niezgoda, M. Remarks on convex functions and separable sequences. Discrete Math. 2008, 308, 1765-1773. [CrossRef]
43. Niezgoda, M. A generalization of Mercer's result on convex functions. Nonlinear Anal. 2009, 71, 2771-2779. [CrossRef]
44. Faisal, S.; Adil Khan, M.; Khan, T.U.; Saeed, T.; Alshehri, A.M.; Nwaeze, E.R. New "Conticrete" Hermite-Hadamard-Jensen-Mercer fractional inequalities. Symmetry 2022, 14, 294. [CrossRef]
45. Adil Khan, M.; Bradanović, S.I.; Latif, N.; Peĉarić, Đ; Peĉarić, J. Majorization Inequality and Information Theory; Monographs in Inequalities 16; Element: Zagreb, Croatia, 2019; p. 390.
46. Bradanović, S.I. More accurate majorization inequalities obtained via superquadratic and convexity with application to entropies Mediterr. J. Math. 2021, 18, 79.
47. Chin, S.; Huh, J. Majorization and the time complexity of linear optical networks. J. Phys. A Math. Theor. 2019, 52, 245301. [CrossRef]
48. Horváth, L. Uniform treatment of integral majorization inequalities with applications to Hermite-Hadamard-Fejér-Type inequalities and f-divergences. Entropy 2023, 25, 954. [CrossRef]
49. Ullah, H.; Adil Khan, M.; Saeed, T. Determination of bounds for the Jensen gap and its applications. Mathematics 2021, 9, 3132. [CrossRef]
50. Basir, A.; Adil Khan, M.; Ullah, H.; Almalki, Y.; Chasreechai, S.; Sitthiwirattham, T. Derivation of bounds for majorization differences by a novel method and its applications in information theory. Axioms 2023, 12, 885. [CrossRef]

Disclaimer/Publisher's Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and / or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.

