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Abstract: Chaos is a common phenomenon in nature and social sciences. As is well known, chaos
has multiple definitions, and there are both differences and connections between them. The unique
properties of chaotic systems can be leveraged to address challenges in communication, security,
data processing, system analysis, and control across different domains. For semi-flows, this paper
introduces two important concepts corresponding to discrete dynamical systems, finitely chaotic
and pairwise sensitivity. Since Tent map and its induced suspended semi-flows both have these two
properties, then these two concepts on the semi-flows have extensive and important applications and
meanings in information security, finance, artificial intelligence and other fields. This paper extends
the vast majority of corresponding results in discrete dynamical systems to semi-flows.

Keywords: finitely chaotic set; strong-mixing; measure-preserving semi-flow
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1. Introduction

To understand chaos in a topologically transitive semi-flows, we first recall some
key concepts involved in this paper. A semi-flow on a (nonempty) set M is a map
ϕ : I × M → M, I ⊆ R, satisfying ϕ0(x) = x and ϕs(ϕt(x)) = ϕs+t(x). It is a mathe-
matical abstraction used to describe a continuous-time dynamical system. It consists of
a set (phase space) and a family of continuous functions that represent the evolution of
the system over time. Each function describes the behavior of the system for positive time
values. In the context of dynamical systems, finite chaoticity refers to the property of a
system where chaotic behavior is observed only for a finite subset of the phase space while
outside this region, the behavior may be regular or non-chaotic. Pairwise sensitivity of a
strong-mixing measure refers to a property of a dynamical system, specifically a measure-
preserving system, which captures the sensitivity of the system to small changes in initial
conditions in a pairwise manner. A measure-preserving system means that this measure
captures the probability distribution or density of points in the phase space and is pre-
served by the dynamics of the system. Strong mixing is a property of measure-preserving
systems that indicates the rapid and complete mixing of subsets of the phase space as
time progresses. Strong mixing implies that the system’s dynamics thoroughly mix the
points in the phase space, resulting in a high level of randomness and unpredictability.
Pairwise sensitivity refers to the sensitivity of a dynamical system to small changes in
initial conditions in a pairwise manner. So, even though the overall dynamics of the system
may be mixing and chaotic, the pairwise sensitivity property specifically focuses on the
divergence of nearby trajectories.
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Smítal [1] proved that for the tent map H(x) = 1− | 1− 2x | defined on I = [0, 1], there
exists a set C with Lebesgue outer measure µ(C) = 1 such that for any u, v ∈ C : u 6= v and
a periodic point p of H with p 6= u,

lim sup
m→∞

|Hm(u)− Hm(v)| = 1,

lim sup
m→∞

|Hm(u)− Hm(p)| ≥ 1
2

,

and
lim inf

m→∞
|Hm(u)− Hm(v)| = 0.

where m ∈ N = {1, 2, · · · }. Periodic point is p ∈ I ⊆ R+ = [0,+∞) such that
Ht+s(p) = Ht(p) for every t ∈ I. s is called a period of H if it is the minimum positive
integer which satisfying Ht+s(p) = Ht(p) (∀t ∈ I). And {p, H(p), H2(p), · · · , Hs−1(p)}
is a period orbit of H. A stronger result than Smítal’s has been proven by Chen [2] for
the tent map on space I (resp. the shift of symbolic space). Later, in [3], Xiong and Chen
discusses chaotic behavior caused by strong mixing preserving measure mappings and
proves that the above result in [1] is a special case. The main result is then applied to
one-dimensional mappings. They also proved a statement for a topological space M satis-
fying the second countability axiom and an outer measure µ on M satisfying the following
conditions (i)–(iii). If f : M→ M is a strong-mixing measure-preserving map on the proba-
bility space (M,B(M), µ), and {sj}j∈N ∈ R+ is a strictly increasing sequence of positive
real numbers, then there is a set C ⊂ M : µ(C) = 1 such that C is finitely chaotic with
respect to the sequence {sj}j∈N. Where,

(i) any nonempty open subset V ⊂ M is µ-measurable with µ(V) > 0;
(ii) the restriction of µ to the sigma-algebra B(M) of Borel subsets of M is a probabil-

ity space;
(iii) for each subset V of M, there exists a Borel set A ∈ B(M) satisfying A ⊃ V and if a

Borel set B ⊃ V, then A ⊆ B. And then, µ(V) = µ(A).

Furthermore, for every finite subset B ⊂ C and each map G : B → M, there exists a
subsequence {tj}j∈N ⊂ N of {sj}j∈N such that

lim
j→∞

f tj(b) = G(b)

for all b ∈ B.
One of the necessary conditions for various definitions of chaos [4–8] is sensitiv-

ity, which characterizes the unpredictability of chaos in dynamical systems, as is widely
acknowledged. In recent years, there has been a widespread interest in the concept of
sensitive dependence on initial conditions [5,9–13], which has been formalized in various
ways by several authors [14–18]. In order to illustrate the exponential rate of divergence
of neighboring point trajectories, Ref. [19] first used the phrase “sensitive dependence on
initial conditions”. In a more general sense, the sensitivity property is a characterization of
the dynamical behavior in which even a small change in the initial condition can result in a
significant change in the resulting trajectory.

Based on the earlier work of Guckenheimer [20], Devaney [6] gave a mathematical
definition of sensitivity as follows. Let H be a continuous self-map on a metric space (M, ρ).
H is sensitive if there is an η > 0 such that for any u ∈ M and ε > 0, there always exists a
v ∈ M with ρ(u, v) < ε satisfying the condition that

ρ(Hm(u), Hm(v)) ≥ η

for some integer m. In the past few years, some authors have proposed sufficient conditions
on H and (M, ρ) to ensure sensitivity (see [5,10–14,20–22]). In [14], the authors demonstrate
that on a Borel probability space (M, ρ,B(M), µ) of supp µ = M, if the measure preserv-
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ing map H is topologically mixing (or weakly mixing), then for all non-empty open set
U ⊂ M, there exists a sequence {nk}k∈N of positive integers with positive upper density
satisfying that

U
⋂
(
⋂
k≥0

H−nk U) 6= ∅,

then it is sensitive. By proving weak-mixing to be sufficient, in [10] He reduced the con-
ditions required for sensitive dependence on a metric probability space (M, ρ,B(M), µ)
with supp µ = M for both measure-preserving maps and measure-preserving semi-flows.
Recently, Gu [23] showed that H is sensitive on a nontrivial compact metric space M if the
pair (H, µ) satisfies the large deviation theorem (where H is continuous and topological
strongly ergodic). Moreover, according to [24] (Proposition 7.2.14), topological mixing of
the mapping H in [23] provides sensitivity. In addition, Ref. [16] offers some sufficient
conditions for sensitivity that are more general and relaxed than the conditions presented
in [10,14,23–25]. However, in chaos theory, sensitivity to initial conditions was first pro-
posed with the measure of divergence of neighboring point trajectories, similar to the
butterfly effect described by Lorenz (see [6]). To avoid the asymmetry in the definition of
sensitivity mentioned above, the authors [18] gave the definition of pairwise sensitivity by
using the tools from ergodic theory. Where, a map H : M → M is topologically ergodic
(briefly, ergodic) if NH(A, B) = {m ∈ N : Hm(A) ∩ B 6= ∅} has positive upper density for
any non-empty open sets A, B ⊂ M. That is, lim sup

k→∞

1
k | NH(A, B) |> 0.

The first purpose of the current research is to define the notion of finite chaos with
respect to a sequence for a semi-flow (which may not be continuous), and to extend the
results of Xiong and Chen in [3] to semi-flows. In particular, the following conditions
are satisfied by the establishment of a topological space M with the second axiom of
countability and an outer measure µ on it.

(1) any nonempty open subset V ⊂ M is µ-measurable with µ(V) > 0;
(2) the restriction of µ to the sigma-algebra B(M) of Borel subsets of M is a probabil-

ity space;
(3) if (M,B(M), µ) is a probability space with a strong-mixing measure-preserving semi-

flow ϕ : R+ ×M → M, then for any subset V of M, there is a Borel set A ∈ B(M) :
A ⊃ V, µ(A) = µ(V). And then, there exists a set C ⊂ M with µ(C) = 1 that is
finitely chaotic with respect to a strictly increasing sequence {sj}j∈N ⊂ R+. That is,
for any finite subset B ⊂ C and every map G : B → M there exists a subsequence
{tj}j∈N ⊂ R+ of {sj}j∈N with

lim
j→∞

ϕtj(v) = G(v)

for any v ∈ B.

Additionally, the notion of pairwise sensitivity is presented for semi-flows on Lebesgue
metric spaces in this paper. The link between pairwise sensitivity, weak mixing, and pair-
wise sensitivity for semi-flows is examined, along with the positiveness of metric entropy.
Moreover, we also calculated the maximum sensitivity constants for specific semi-flows.

2. Preliminaries

Let M a topological space and f : M→ M be a map (which may not be continuous).

Definition 1 ([3]). A set B ⊂ M is said to be finitely chaotic with respect to the strictly increasing
sequence {sj}j∈N ⊂ N, if for all finite subsets A ⊂ B and for every map G : A→ M there exists a
subsequence {tj}j∈N ⊂ N of {sj}j∈N satisfying that

lim
j→∞

f tj(u) = G(u)

for all u ∈ A.
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The corresponding concept for a semi-flow is given as follow.

Definition 2. Let ϕ : R+ ×M → M be a semi-flow. A set A ⊂ M is said to be finitely chaotic
with respect to the strictly increasing sequence {si}j∈N ⊂ R+, if for all finite subset B ⊂ A and
every map G : B→ M there exists a subsequence {tj}j∈N ⊂ R+ of {sj}j∈N satisfying that

lim
j→∞

ϕtj(v) = G(v)

for all v ∈ B.

Remark 1. According to the definition, a set A ⊂ M is finitely chaotic with respect to the sequence
{sj}j∈N ⊂ R+ if and only if any finite subset B ⊂ A is finitely chaotic with respect to the sequence
{sj}j∈N ⊂ R+.

By the first statement of Proposition 1 in [3], a set with finite chaos with respect to a
sequence of positive integers is chaotic in the sense of Li-Yorke [26–28]. From the second
statement of Proposition 1 in [3], for certain distinct sequences of positive integers, sets
with finite chaos satisfy the conditions described by Smítal in [1]. By utilizing Proposition 1
and Remark 3 in [3], it is established that a set possessing finite chaos with respect to a
sequence of positive integers is categorized as strongly chaotic (as outlined in [29]), but not
necessarily chaotic (for further information on the concept of chaos, please refer to [30]).
In regards to semi-flows, the following result is offered, which is similar to Proposition 1
in [3].

Proposition 1. Let ϕ : R+ ×M → M be a semi-flow, ρ is a metric on M. And let A ⊂ M be a
set, finitely chaotic with respect to a strictly increasing sequence {sj}j∈N ⊂ R+. Then, for any two
different points a, b ∈ A and any periodic point p of ϕ,

lim sup
j→∞

ρ(ϕsj(a), ϕsj(b)) = |M|,

lim inf
j→∞

ρ(ϕsj(a), ϕsj(b)) = 0

and
lim sup

j→∞
ρ(ϕsj(a), ϕsj(p)) > 0

are held, where |M| is the diameter of M.

Proof. Let a, b ∈ A : a 6= b. Choose uj, vj ∈ M (j ∈ {1, 2, · · · }) satisfying

lim
j→∞

ρ(uj, vj) = |M|.

For any j ∈ {1, 2, · · · }, a map Gj : {a, b} → M is defined by Gj(a) = uj and Gj(b) = vj.
For any i ∈ {1, 2, · · · }, by Definition 2, there is a subsequence {sj,i} ⊂ R+ of {sj}j∈N
satisfying that

lim
j→∞

ϕsj,i (a) = ui

and
lim
j→∞

ϕsj,i (b) = vi.

And because
lim sup

j→∞
ρ(ϕsj(a), ϕsj(b)) ≥ ρ(ui, vi),
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then
lim sup

j→∞
ρ(ϕsj(a), ϕsj(b)) = |M|.

Define a map G0 : {a, b} → M by G0(a) = b and G0(b) = b. Then, there is a
subsequence {sj,0} ⊂ R+ of the sequence {sj}j∈N such that

lim
j→∞

ϕsj,0(a) = b

and
lim
j→∞

ϕsj,0(b) = b.

Hence, one has
lim inf

j→∞
ρ(ϕsj(a), ϕsj(b)) = 0.

Let p be a periodic point of ϕ with p 6= a. It is clear that if M is a periodic orbit of
ϕ then

lim sup
j→∞

ρ(ϕsj(a), ϕsj(p)) > 0.

Assuming that M does not represent a periodic orbit of ϕ, it is feasible to locate a point
z ∈ M that is not included in the periodic orbit of ϕ where p is included. Then, there exists
a subsequence {tj}j∈N ⊂ R+ of {sj}j∈N satisfying that

lim
j→∞

ϕtj(a) = z.

For each j ∈ {1, 2, · · · }, since ϕtj(p) is in the periodic orbit of ϕ which p belongs to, then

lim sup
j→∞

ρ(ϕsj(a), ϕsj(p)) ≥ α,

where α is the distance between p and the periodic orbit of ϕ containing the points z. One
has that

lim sup
j→∞

ρ(ϕsj(a), ϕsj(p)) > 0.

Thus, the proof is ended.

In the following there is always assume that (M, ρ) represents a nontrivial metric
space. A probability measure on (M,B(M)) is denoted by µ with B(M) serving as the
sigma-algebra of Borel subsets of M. Thus, the space M is identified as a metric probability
space and can be represented as (M, ρ,B(M), µ) or (M,B(M), µ).

A measurable mapping F is said to be measure-preserving on (M,B(M), µ) if µ(A) =
µ(F−1(A)) for all A ∈ B(M) [31]. A measurable semi-flow ϕ is said to be measure-
preserving on (M,B(M), µ) if

µ(A) = µ(ϕ−1
k (A))

for all A ∈ B(M) and all k ∈ R+.
A measure-preserving mapping F on (M,B(M), µ) is said to be strong-mixing if for

every U, V of B(M),
lim
j→∞

µ(U ∩ F−j(V)) = µ(U)µ(V)

is held.
For semi-flows, one has the following analogous definition.

Definition 3. Provided that (M,B(M), µ) is a probability Lebesgue space with a metric ρ,
a measure-preserving semi-flow ϕ can be considered as strong-mixing when

lim
t→∞

µ(U ∩ ϕ−1
t (V)) = µ(U)µ(V)
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holds for all U, V of B(M).
By [31], a measure-preserving mapping F on (M,B(M), µ) is said to be weakly mixing if for

every U and V of B(M),

lim
m→∞

1
m

m−1

∑
i=0
| µ(U

⋂
F−i(V))− µ(U)µ(V) |= 0.

Similarly, a measure-preserving semi-flow ϕ on (M,B(M), µ) is said to be weakly mixing if for
every U and V of B(M), one has

lim
t→∞

1
t

t∫
0

| µ(U
⋂

ϕ−1
s (V))− µ(U)µ(V) | ds = 0.

where | · | denotes absolute value.
A mapping F : M→ M (resp. a semi-flow ϕ) is sensitive if there exists an η > 0 satisfying

that for every a ∈ M and every neighborhood Va 3 a, there exists m ∈ N (resp. k ∈ R+) such that
sup{ρ(Fm(a), Fm(b)) : b ∈ Va} > η (resp. sup{ρ(ϕk(a), ϕk(b)) : b ∈ Va} > η).

The following definition is analogous to the definition of paired sensitivities for
measure-preserving maps as defined by B. Cadre and P. Jacob in [31].

Definition 4. A semi-flow ϕ on a probability Lebesgue space (M,B(M), µ) with a metric ρ is
called to be paired sensitivities (relative to the initial condition) if there is an η > 0 such that
for almost everywhere measure µ⊗2 in M×M and (u, v) ∈ M2, there exist some proper r ≥ 0
satisfying

ρ(ϕr(u), ϕr(v)) ≥ η.

A semi-flow ϕ is said to be pairwise sensitive if there is an η > 0 satisfying that

µ⊗2

(⋂
k≥0

(ϕk)
−1(Aη)

)
= 0,

where ϕ = ϕ× ϕ is the semi-flow on M2 defined as

ϕ(k, (u, v)) = (ϕ(k, u), ϕ(k, v))

for any (u, v) ∈ M2 and any k ≥ 0, and

Ar = {(u, v) ∈ M2 : ρ(u, v) ≤ r}

for any r > 0.

3. Main Results

In order to derive the principal outcomes of this paper, we require the following three
lemmas, which are semi-flow versions of Lemmas 1–3 initially presented in [3].

Lemma 1. Let ϕ : R+ ×M → M be a semi-flow (which may not be continuous), where M is a
topological space, and {sj}j∈N ⊂ R+ is a strictly increasing sequence. Let Y ⊂ M be dense in M
and A ⊂ M be a given set. If for all finite subsets B ⊂ A and all mappings G : B→ Y there exists
a subsequence {tj}j∈N ⊂ R+ of {sj}j∈N satisfying that

lim
j→∞

ϕtj(b) = G(b)

for any b ∈ B, then A is a finite chaotic set with respect to the sequence {sj}j∈N.
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Proof. Let G : B → M be a mapping, where B ⊂ A is a finite set. For every b ∈ B, let
{Vj(b)}∞

j=1 be a locally countable base of G(B) such that Vj(b) is open, and

Vj(b) ⊃ Vj+1(b)

for any j ∈ {1, 2, · · · }. For each j ∈ {1, 2, · · · }, take

uj(b) ∈ Vj(b) ∩Y.

Define Gj : B→ Y by
Gj(b) = uj(b)

for any b ∈ B. By the conditions of this Lemma, there is a subsequence {tj(i)}j∈N ⊂ R+ of
{sj}j∈N satisfying that

lim
j→∞

ϕtj(i)(b) = Gi(b)

for every b ∈ B and any i ∈ {1, 2, · · · }.
Define a subsequence {tj}j∈N ⊂ R+ of {sj}j∈N as follows. By assumption of a base,

one can choose some sk ∈ {sj}j∈N such that ϕsk ∈ V1(b) and set t1 = sk. Then, for a given
real number tj−1 ∈ {sj}j∈N and for j > 1, choose tj ∈ {sj}j∈N such that tj > tj−1 and
ϕtj(b) ∈ Vj(b) for every b ∈ B. One has that

lim
j→∞

ϕtj(b) = G(b)

for any b ∈ B. So, A is a finite chaotic set with respect to the sequence {sj}j∈N.

Lemma 2. Let ϕ : R+ × M → M be a strong-mixing semi-flow, where(M,B(M), µ) be a
probability space. Then, for each A ∈ B(M) with µ(A) > 0 and any strictly increasing sequence
{sj}j∈N ⊂ R+,

µ

 ∞⋃
j=1

ϕ−1
sj

(A)

 = 1.

Proof. Let µ(A) > 0, where A ∈ B(M). Then

∞⋃
j=1

ϕ−1
sj

(A) ∈ B(M).

Since ϕ : R+ ×M→ M is a strong-mixing semi-flow, then

µ(A) = lim
j→∞

µ
(

ϕ−1
sj

(A)
)

= lim
j→∞

µ

(
ϕ−1

sj
(A)

⋂( ∞⋃
j=1

ϕ−1
sj

(A)

))
= µ(A)µ(

∞⋃
j=1

ϕ−1
sj

(A)),

which implies that

µ

 ∞⋃
j=1

ϕ−1
sj

(A)

 = 1.

Lemma 3. Let (M,B(M), µ) be a Borel probability space satisfying the condition that µ(A) is
positive for each nonempty open subset A ⊂ M which satisfies the second axiom of countability.
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Let {sj}j∈N ⊂ R+ be a strictly increasing sequence, and ϕ : R+ ×M → M be a strong-mixing
semi-flow. If C is finitely chaotic with respect to the sequence {sj}j∈N, and if C is countable, then
there is a set E(C) ∈ B(M) satisfying that

(1) µ(E(C)) = 1;
(2) for any c ∈ E(C), C ∪ {c} is finitely chaotic with respect to the sequence {sj}j∈N.

Proof. The discussion is divided into two cases.
(i) Assume that C is a finite set and finitely chaotic with respect to the sequence {sj}j∈N.

Let A is a family of sets which includes all non-empty open sets of a countable base of M.
Let Y be a countable dense set of M. Consider F to be the collection of all maps from C
into Y. Clearly, F is countable.

Since the set C is finitely chaotic with respect to the sequence {sj}j∈N, then for any
map G ∈ F there exists a subsequence {tj(G)}j∈N ⊂ R+ of the sequence {sj}j∈N such that

lim
j→∞

ϕtj(G)(u) = G(u)

for any u ∈ C. Write
EG =

⋂
A∈A

BA,

where

BA =
∞⋂

n=1

Bn,A and Bn,A =
n⋃

j=1

ϕ−1
tj(G)

(A).

Then Bn,A ∈ B(M) for every n ≥ 1. So, BA ∈ B(M), which implies EG ∈ B(M).
By Lemma 2, µ(Bn,A) = 1 for any n ≥ 1. This means µ(EG) = 1 for any map G ∈ F .
By the definition of the set EG, it follows that for any s ∈ EG and any y ∈ M there exists
a subsequence {qj(G)}j∈N ⊂ R+ of {tj(G)}j∈N ⊂ {sj}j∈N such that ϕqj(G)(s) = y. So,
ϕqj(G)(u) = G(u) for any u ∈ C.

For each c ∈ EG, let
G1 : C ∪ {u} → Y

be a map such that G1|C = G. Then, by the above argument, there is a subsequence {qj(G1)}
of {sj}j∈N satisfying that

lim
j→∞

ϕqj(G1)
(v) = G1(v)

for any v ∈ C ∪ {u}. By Lemma 1 and Definition 2, C
⋃{u} is finitely chaotic with respect

to the sequence {sj}j∈N for any u ∈ E(C), where

E(C) =
⋂

G∈F
EG.

Then,
E(C) ∈ B(M) and µ(E(C)) = 1.

(ii) Assume that C is a countable set and finitely chaotic with respect to the sequence
{sj}j∈N. Let P denotes the collection of all finite subsets of C which is evidently count-
able. Write

E(C) =
⋂

C1∈P
E(C1).

Then, by the above argument and the definition of E(C), one has that

E(C) ∈ B(M) and µ(E(C)) = 1.

For any u ∈ E(C), let
B ⊂ E(C) ∪ {u}
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be a finite set and G : B→ M be a map. If B ⊂ C, then B is finitely chaotic with respect to
some sequence {sj}j∈N. If B is not a subset of C and

B = C1 ∪ {c}

for some c ∈ B and some C1 ⊂ C, then, by the above argument, B is finitely chaotic with
respect to the sequence {sj}j∈N. So, there is a subsequence {qj}j∈N ⊂ R+ of the sequence
{sj}j∈N satisfying that

lim
j→∞

ϕqj(G1)
(v) = G1(v)

for any v ∈ B. Thus, E(C) is required.

Now Theorem 1 in [3] can be extended to semi-flows as follow.

Theorem 1. Let (M,B(M), µ) be a probability space satisfies that, µ(A) > 0 for all nonempty
open subset A ⊂ M fit for the second axiom of countability. Let {sj}j∈N ⊂ R+ be a strictly
increasing sequence and ϕ : R+ × M → M be a strong-mixing semi-flow. Then there is a set
C ∈ B(M) such that

(1) µ(C) = 1;
(2) for any b ∈ M and any a ∈ C, there exists a subsequence {tj}j∈N ⊂ R+ of {sj}j∈N satisfying

lim
j→∞

ϕtj(a) = b.

Proof. (1) Consider the collection A to be comprised of all non-empty open sets that form
a countable base for M. Write

C =
⋂

A∈A
BA,

where

BA =
∞⋂

n=1

Bn,A and Bn,A =
n⋃

j=1

ϕ−1
tj(F)(A).

Then Bn,A ∈ B(M) for any integer n ≥ 1. So, BA ∈ B(M), which implies C ∈ B(M). By
Lemma 2,

µ(Bn,A) = 1

for any integer n ≥ 1. This means µ(C) = 1. Thus, the set C is required.
(2) By the definition of the set C, the conclusion follows immediately.

The following theorem is the semi-flow version of Theorem 2 from [3].

Theorem 2. Let (M,B(M), µ) be a probability space. µ(A) is positive for all nonempty open
subset A ⊂ M satisfying the second axiom of countability. Let {sj}j∈N ⊂ R+ be a strictly
increasing sequence and ϕ : R+ × M → M be a strong-mixing semi-flow. A set C ⊂ M that
is finitely chaotic with respect to the sequence {sj}j∈N can be found such that D ∈ B(M) and
µ(D) > 0 imply D ∩ C 6= ∅.

Proof. The proof is similar to that of Theorem 2 in [3]. For the completeness, we provide
its proof here.

Since the space M satisfies the second axiom of countability, the cardinal number |M|
is smaller than that of a continuum. By the reference [8] in [3], the cardinal number |B(M)|
is smaller than that of a continuum. Therefore, the cardinal number |F | = |{W ⊂ M :
W ∈ B(M), µ(W) > 0}| is also smaller than that of a continuum. So, F can be denoted
by F = {Wν}1≤ν<∆, where ∆ represents a finite number m, or ∞, or the first uncountable
ordinal number Ω.
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Define points yν ∈ Wν for every ν with 1 ≤ ν < ∆ by induction (in the case ∆ = Ω,
by transfinite induction) which satisfies that {yν}1≤ν<θ is finitely chaotic with respect to
the sequence {Sj}j∈N for each θ with 1 ≤ θ < ∆.

Assume that E is a set which satisfies conditions (1) and (2) of Lemma 3. By condi-
tion (1) of Theorem 1, W1 ∩ E 6= ∅. Pick y1 ∈W1 ∩ E. By condition (1) of Theorem 1, {y1}
is finitely chaotic with respect to the sequence {Sj}j∈N. Since 1 ≤ θ < ∆, then one can pick
a point yν for every ν(1 ≤ ν < θ) such that {yν}1≤ν<λ is finitely chaotic with respect to
the sequence {Sj}j∈N for each λ with ν(1 ≤ λ < θ). Obviously, C = {yν}1≤ν<θ is count-
able. It is easy to see that the set C is finitely chaotic with respect to the sequence {Sj}j∈N.
By Lemma 3, there exists a set E(C) which satisfies conditions (1) and (2). By condition (1)
of Lemma 3, Wθ ∩ E(C) 6= ∅. Take yθ ∈ Wθ ∩ E(C). By condition (1) of Lemma 3, the set
C = {yν}1≤ν<∆ is finitely chaotic with respect to the sequence {Sj}j∈N. Clearly, for each
D ∈ F , C ∩ D 6= ∅.

The following result is the semi-flow version of Theorem 3 in [3].

Theorem 3. Assume that M is a topological space that satisfies the second axiom of countability,
µ is an outer measure on M satisfying µ(M) = 1 and µ(A) > 0 for any nonempty open subset
A ⊂ M, and ϕ : R+ ×M→ M is a strong-mixing semi-flow. If

(1) each open subset of M is µ-measurable, that is, each A ∈ B(M) is µ-measurable;
(2) for any subset Y ⊂ M there exists a set A ∈ B(M) with Y ⊂ A and

µ(A) = µ(Y),

then, for any strictly increasing sequence {sj}j∈N ⊂ R+, there exists a C ⊂ M with µ(C) = 1
which is finitely chaotic with respect to the sequence {sj}j∈N.

Proof. By Theorem 2, there exists a set C such that C ∩ D 6= ∅ for any D ∈ B(M) with
µ(D) > 0. So, there exists a C̃ ∈ B(M) which satisfies µ(C̃) = µ(C) and C̃ ⊃ C. If
µ(M− C̃) > 0, then (M− C̃)∩C 6= ∅. It is a contradiction. This means that µ(M− C̃) = 0.
Hence, µ(C) = µ(C̃) = 1. In addition, conditions (1) and (2) in Theorem 3 are easy to satisfy
by an outer measure (This can be obtained from the last part of the proof of Theorem 3
in [3]). Thus, the conclusion is held.

According to the definition of sensitive, if η > 0 is a sensitivity constant for a semi-flow
ϕ, then η′ ≤ η also is a sensitivity constant. Write

4(ϕ) = sup{η : η is a sensitivity constant for ϕ}

and
β(µ) = sup{η : µ⊗2(Aη) < 1}.

Since the support of µ is not a single point, there is a η > 0 such that

µ⊗2(Aη) < 1.

Consequently, β(µ) > 0.
In order to demonstrate Theorem 4, which presents the semi-flow version of

Theorem 2.1 in [18], the following lemma, which corresponds to the semi-flow version of
Lemma 2.1 in [18], is required.

Lemma 4. Assume that ϕ is a pairwise sensitive semi-flow on (M, ρ,B(M), µ), where M is
a nontrivial metric space. Then β(µ) = diam(supp µ).

Proof. Since
µ⊗2(AD+δ) = 1
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for any δ > 0, where D =diam(supp µ), β(µ) ≤ D. Write Hδ = {(x, y) ∈ supp µ⊗2 :
ρ(x, y) ≤ D− 1

2 δ} for any δ > 0. Due to Hδ is a closed subset and Hδ 6= supp µ⊗2 = supp
µ× supp µ, one has

µ⊗2(Hδ) < 1.

And because
AD−δ ⊂ Hδ, µ⊗2(AD−δ) < 1,

then, β(µ) ≥ D. Consequently, β(µ) = diam(supp µ).

Theorem 4. Assume that ϕ is a pairwise sensitive semi-flow on (M, ρ,B(M), µ), where M is a
nontrivial metric space. Then the following hold.

(1) there is an η > 0, for almost everywhere measure µ⊗2 and (a, b) ∈ M2, there is a sequence
(rk)k≥0 satisfying that

ρ(ϕrk (a), ϕrk (b)) ≥ η

for any integer k ≥ 0;
(2) for almost everywhere measure µ⊗2 and (a, b) ∈ M2,

sup
k≥0

ρ(ϕrk (a), ϕrk (b)) ≥ 4(ϕ);

(3) 4(ϕ) ≤ diam(supp µ).

Proof. (1) For r ≥ 0, let
M2

r =
⋃
r≥0

ϕ−1
r (a, b).

Write
F = M2 ∩ (

⋃
r≥0

ϕ−1
r (a, b)).

If (a, b) ∈ F, then there exists a real number sequence 0 < r1 < r2 < · · · satisfying

ϕri
((a, b)) ∈ M2

for any integer i ≥ 0. Since
ϕrj−ri

(ϕri
((x, y))) ∈ M2

for any integer j ≥ 0, then for each i ≥ 0, one has

ϕri
((a, b)) ∈ F.

It remains to show
µ⊗2(F) = µ⊗2(M2).

In fact, since ϕ is a measure-preserving semi-flow,

µ⊗2(M2
r ) = M2

0

for all r ≥ 0. Clearly, M2
0 ⊃ M2. Therefore, one can get that

µ⊗2(F) = µ⊗2(M2).

(2) If ϕ is pairwise sensitive, it follows that for some sufficiently small ε > 0,

µ⊗2

(⋂
t≥0

ϕ−1
t (A4(ϕ)−ε)

)
= 0.
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Therefore, based on a monotonicity argument, it can be concluded that

µ⊗2

(⋃
ε>0

⋂
t≥0

ϕ−1
t (A4(ϕ)−ε)

)
= lim

ε→0
µ⊗2

(⋂
t≥0

ϕ−1
t (A4(ϕ)−ε)

)
= 0.

Since ⋃
ε>0

⋂
t≥0

ϕ−1
t (A4(ϕ)−ε) = {(a, b) ∈ M2 : sup

r≥0
ρ(ϕr(a), ϕr(b)) < 4(ϕ)},

for almost everywhere measure µ⊗2 and (a, b) ∈ M2, one has

sup
k≥0

ρ(ϕrk (a), ϕrk (b)) ≥ 4(ϕ).

(3) Hypothesis that
β(µ) < 4(ϕ).

Since ϕ is pairwise sensitive, then

µ⊗2

(⋂
t≥0

ϕ−1
t (Ar)

)
= 0

and µ(Ar) = 1 for all r ∈ (β(µ),4(ϕ)]. This a contradiction. Therefore,

β(µ) ≥ 4(ϕ).

Consequently, by Lemma 4, (3) is true.

The theorem presented below corresponds to the semi-flow version of Theorem 2.2
in [18].

Theorem 5. Assume that M is a nontrivial metric space and ϕ is a weakly mixing semi-flow on
(M, ρ,B(M), µ). Then, ϕ is pairwise sensitive, and4(ϕ) = diam(supp µ).

Proof. Let δ < diam(supp µ). Since ϕ is weakly mixing, then ϕ is weakly mixing, which
implies that ϕ is ergodic [32]. By the definition and the ergodicity of ϕ, one has

µ⊗2

(⋂
t≥0

ϕ−1
t (Aδ)

)
∈ {0, 1}.

By Lemma 4,
µ⊗2(Aδ) < 1.

So,

µ⊗2

(⋂
t≥0

ϕ−1
t (Aδ)

)
= 0.

Consequently, ϕ is pairwise sensitive and4(ϕ) ≥ diam(supp µ). By Theorem 4 (3),4(ϕ) =
diam(supp µ). Thus, the theorem is true.

Obviously, for almost everywhere measure µ⊗2 and (a, b) ∈ M2, one has

sup
t≥0

ρ(ϕt(a), ϕt(b)) ≤ diam(supp µ).

Then, the following corollary is the semi-flow version of Corollary 2.1 in [18] and is a
straightforward consequence of Theorem 4 (2) and Theorem 5.

Corollary 1. Assume that M is a nontrivial metric space and ϕ is a weakly mixing semi-flow on
(M, ρ,B(M), µ). Then, for almost everywhere measure µ⊗2 and (x, y) ∈ M2, one has
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sup
r≥0

ρ(ϕr(x), ϕr(y)) = diam(suppµ).

Assume that ξ is a measurable countable partition of M, the metric entropy of trans-
formation f : M → M with respect to the partition ξ is denoted by h( f , ξ) (see [33]). It is
widely accepted, although the definition of sensitivity may different, while positive metric
entropy implies sensitivity (see [8,14,34]). The subsequent theorem provides a partial
response in the context of pairwise sensitivity for semi-flows.

If Pi ⊂ M(i = 1, 2, . . . , l, l ≥ 2) are satisfying that Pi ∩ Pj = ∅, i 6= j, i, j ∈ {1, 2, . . . , l}
and ∪l

i=1Pi = M, then it is called that {P1, P2, . . . , Pl} is a finite partition of M.

Theorem 6. Assume that ϕ is a weakly mixing semi-flow on (M, ρ,B(M), µ), where M is a
nontrivial metric space. Taking r ≥ 0 such that ϕr is ergodic. Within this context, a finite
measurable partition

ξ = {P1, P2, · · · , Pl}

of M is considered.
Assuming that P1, P2, · · · , Pl are µ-continuity sets for ρ, and h(ϕr, ξ) > 0, then ϕ is pairwise

sensitive.

Proof. Without loss of generality, it is possible to assume that

h(ϕr, ξ) < ∞.

Given any A ∈ B(M) and any ε > 0, let A−ε denote the internal ε-boundary of A, that is,

A−ε = {a ∈ A : d(a, Ac) < ε}.

Let

Kε = exp

(
2l

l

∑
i=1

µ(P−ε
i )

)
.

Since the Pi are µ-continuity sets, it follows that

lim
ε→0

Kε = 0.

Therefore, one can select η > 0 such that

Kη <
√

2h(ϕr ,ξ).

By Theorem 3.1 in [18] and its proof,

µ⊗2

(⋂
n≥0

(ϕr)
−n(Aδ)

)
= 0.

Since ⋂
n≥0

(ϕr)
−n(Aδ) ⊃

⋂
t≥0

(ϕt)
−1(Aδ),

then

µ⊗2

(⋂
t≥0

(ϕt)
−1(Aδ)

)
= 0.

Thus, by the definition, ϕ is pairwise sensitive.
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4. Applications

Let a selfmap f on a compact metric space (M, ρ) be continuous. One can define an
equivalence relation ‘∼’ in the product space [0, 1]×M as follows. For any (t1, y1), (t2, y2) ∈
[0, 1]×M. (t1, y1) ∼ (t2, y2) if and only if one of the following conditions hold: (1) (t1, y1) =
(t2, y2); (2) t1 = 1, t2 = 0 and y2 = f (y1).

Let W = ([0, 1]×M)/ ∼. By [35], W is compact and metrizable. Then the suspended
semi-flow ϕ( f ) induced by it on W is defined as ϕ( f )(x1, [(x2, y)]) = x1 + x2 − k, f k(y) for
any x1 ≥ 0 and any [(x2, y)] ∈W with k ≤ x1 + x2 < k + 1 and k is a nonnegative integer.

Example 1. For a continuous map f : M → M, if A ⊂ M is finitely chaotic with respect to
a monotonically increasing sequence of positive integers, then for a suspended semi-flow
ϕ( f ) : R+ ×M → M of f , A is also finitely chaotic with respect to a positive integers sequence.
On the contrary, for a semi-flow ϕ( f ), if A is finitely chaotic with respect to a monotonically
increasing unbounded sequence {sj}j∈N ⊂ R+, then for f , A is finitely chaotic with respect to
sequence {[sj]}j∈N ⊂ N, where [sj] is the integer part of sj.

Proof. Let {sj}j∈N is a monotonically increasing sequence of positive integers and A is
finitely chaotic with respect to {sj}j∈N. Then, for every finite subset B ⊂ A and every
continuous mapping G : B → M, there exists a subsequence {tj}j∈N ∈ N of {sj}j∈N such
that lim

j→∞
f tj(u) = G(u) (u ∈ B). By the definition of ϕ( f ), lim

j→∞
ϕtj(u) = G(u) (u ∈ B).

Then for ϕ( f ), A is finitely chaotic with respect to {tj}j∈N.
On the contrary, let {sj}j∈N ⊂ R+ is a monotonically increasing unbounded sequence,

and for suspend semi-flow ϕ( f ), A is finitely chaotic with respect to {sj}j∈N. Then, for ev-
ery finite subset B ⊂ A and every continuous mapping G : B → M, there exists a
subsequence {tj}j∈N of {sj}j∈N such that lim

j→∞
ϕtj(u) = G(u) (u ∈ B). By the definition

of ϕ( f ), lim
j→∞

f [tj ](u) = lim
j→∞

ϕtj(u) = G(u) (u ∈ B). Thus, for f , A is finitely chaotic with

respect to {[sj]}j∈N.

Example 2. A continuous map f : M → M is pairwise sensitive if and only if its suspended
semi-flow ϕ( f ) : R+ ×M→ M is pairwise sensitive, and the sensitivity constants can be the same.

Proof. Let f is pairwise sensitive with the sensitivity constant η. Then, for almost every-
where measure µ⊗2 and (a, b) ∈ M2, there exists a integer r ≥ 0 such that ρ( f r(a), f r(b)) ≥
η. This implies that ρ(ϕr( f )(a), ϕr( f )(b)) ≥ η. Thus, ϕ( f ) is pairwise sensitive with the
sensitivity constant η.

On the contrary, if ϕ( f ) is pairwise sensitive with the sensitivity constant η, then for
almost everywhere measure µ⊗2 and (a, b) ∈ M2, there exists a real number r ≥ 0 such
that ρ(ϕr( f )(a), ϕr( f )(b)) ≥ η. So, ρ( f [r](a), f [r](b)) ≥ η. That is, f is pairwise sensitive
with the sensitivity constant η.

Example 3. Assume that the semi-flow ϕ( f ) : R+ × M → M of f satisfies the conditions of
Theorem 4, and {rk}k∈N ⊂ R+ is a monotonically increasing unbounded sequence, then the
conclusion of Theorem 4 also holds for f and integer sequence {[rk]}k∈N.

Proof. By the proof of Example 2, ϕ( f ) is pairwise sensitive if and only if f is pairwise
sensitive. And because ρ(ϕrk ( f )(a), ϕrk ( f )(b)) = ρ( f [rk ](a), f [rk ](b)) (rk ∈ R+), then
ρ(ϕrk ( f )(a), ϕrk ( f )(b)) ≥ η if and only if ρ( f [rk ](a), f [rk ](b)) ≥ η. Thus, the proof is com-
pleted.
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5. Conclusions

For semi-flows, the relationship between pairwise sensitivity and weak mixing, the re-
lationship between pairwise sensitivity and positiveness of metric entropy are studied in
this research. Moreover, the largest sensitivity constant for some semi-flows is computed.

While, one may object that the present study assumes idealized conditions, such
as perfect precision, complete determinism, and infinite computational resources. Real-
world systems are subject to various sources of noise, uncertainties, and limitations in
measurement accuracy and computational resources. The impact of these factors on the
studied phenomena may need to be carefully evaluated. Finite chaotic systems are highly
sensitive to parameter values and initial conditions. Different parameter regimes or initial
conditions can lead to substantially different behaviors. Therefore, care must be taken to
explore a range of parameter values and initial conditions to ensure the robustness and
generality of the findings. This important aspect deserves to be discussed.

In addition, as is well known, fractal wavelet analysis has wide applications in fields
such as communication, signal processing, and information security [36–42]. Chaos theory
also has a very rich application in these areas. Therefore, the integration of chaos theory and
fractal wavelet analysis to study and solve problems will become a hot frontier problem,
and we will explore in this direction.
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