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1. Introduction

During the last few decades, the topic of fractional calculus, as it provides more
realistic mathematical models than those obtained by the classical technique for a great
deal of phenomenons in different disciplines, has captured the attention of mathematicians
worldwide [1–12]. Unfortunately, obtaining the analytical form of the solution for fractional
PDEs is more difficult than those obtained in integer PDEs. In the literature, there are
several research articles that have been produced by many researchers, whereby different
numerical techniques through which to handle the solution of fractional partial differential
equation models (which appear in different applications and disciplines), were introduced,
such as the Adomian decomposition method (ADM), the Laplace decomposition method
(LDM), the homotopy analysis method (HAM), and the homotopy perturbation method
(HPM) (see [13–21]).

The q-homotopy analysis method developed by El-Tavil and Huseen [22,23], where
q ∈ [0, 1

n ] and n are positive integers, is a modified version of the HAM introduced by
Liao [24–28]. Another powerful numerical technique is the q−homotopy analysis transform
method presented in [29–31]. This method combines the HAM and the Laplace transform
method. The existence of the factor ( 1

n )
m in the power series solution that is generated

by the q-HATM leads to a faster convergence than the original version of the homotopy
analysis method.

Although these techniques have been widely used recently in handling linear and
nonlinear problems, it is observed that the application of the ADM and the LDM both
require decomposing the nonlinear terms into an infinite sum of polynomials, called
Adomian polynomials, in the problem under consideration. The evaluation of these
polynomials mostly requires tedious algebraic work. On the other hand, the HPM is
viewed as a particular case of the HAM, which is achieved by setting the parameter h = −1.
Thus, all results generated by the HPM can also be reproduced by the HAM as a particular
case. Moreover, the HPM requires a good enough initial guess to ensure convergence,
which is not necessary for the HAM as it involves the parameter h, which enables one
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to control the convergence region. Also, for some strongly nonlinear problems, it fails to
produce a convergent series solution; meanwhile, in HAM, the parameter h can be used to
ensure the convergence of the power series solution for such problems. Thus, the HAM is a
powerful technique that overcomes all the drawbacks of the abovementioned methods. In
fact, the q-HATM is a modification of the HAM, and besides all the advantages inherited
from the HAM, it involves the factor ( 1

n )
m in its series solutions, which accelerates the

convergence.
Let us mention that, in the theory of the HAM, there is no theoretical technique that can

be easily used to obtain the range of the auxiliary parameter h. But, in some limited cases
(when a closed form of the series solution is obtained), these values can be determined by
testing the convergence of this series. Unfortunately, most closed form series solutions are
not obtained in practice, and the solutions are approximated by truncated ones. Therefore,
the range of this parameter can be determined graphically using the h-curve, and is based
on approximate truncated series solutions. Furthermore, the range on which the h-curve
occurs is almost horizontal.

In this article, we will explore the efficiency of the q-HATM in solving, subject to a
Dirichlet non-local condition of an integral type, a singular fractional IBVP. Namely, we
will consider the numerical solution of the following fractional-order parabolic equation:

Lη = G(x, t), (x, t) ∈ (0, 1)× [0, T],
`η = η(x, 0) = w(x), 0 < x < 1,∫ 1

0 x η dx = 0, η(1, t) = 0, t ∈ (0, T),
(1)

where G(x, t) and w(x) are known functions, and L is an operator given by L = ∂ν
t −

1
x

(
x ∂

∂x

)
x
, in which ∂ν

t denotes the fractional derivative in the Caputo sense of order ν,

which is defined by the following [7,8]:

∂ν
t := ∂ν

∂tν η(x, t) =


1

Γ(n−ν)

∫ t
0

∂nη(x,ξ)
∂ξn (t− ξ)n−ν−1 dξ, ν ∈ (n− 1, n),

∂nη(x,ξ)
∂ξn , ν = n,

where n is a positive integer and Γ(n− ν) denotes the Gamma function.
The Laplace transform L of the Caputo fractional derivative ∂ν

t η(x, t) is defined
as follows [6,32]:

L
[
∂ν

t η(x, t)
]
= sνF (x, s)−

n−1

∑
m=0

sν−m−1η(m)(x, 0+), (2)

where F (x, s) denotes the Laplace transform of the function η(x, t).
Model (1) arises in a great deal of applications, such as control theory, aerodynamics,

biology, viscoelasticity, quantum mechanics, nuclear physics, etc. (see [33–42] and the
references therein). For the proof regarding that Problem (1) is well posed, we refer the
reader to [43,44].

The rest of this paper is structured in the following way: In Section 2, we provide the
basic ideas of the q−HATM. In Section 3, we employ the q-HATM to numerically solve
Problem (1), as well as provide some numerical examples to test the power and validity of
this method in handling the solution of this problem. Finally, we provide some comments
and conclusions in Section 4.

2. Basic Concepts of the q−HATM

Consider a general fractional PDE as follows:

∂ν
t η + Rη +N η = F (x, t), n− 1 < ν ≤ n, (3)



Axioms 2023, 12, 790 3 of 16

in which ∂ν
t denotes the fractional Caputo derivative of order ν, R is a linear differential

operator, while N stands for the nonlinear one, and F is a known function. Performing
the Laplace transform for Equation (3) provides

sνL
{

η
}
−

n−1

∑
j=0

sν−j−1η(j)(x, 0) +L
{

Rη +N η
}
= L

{
F
}

,

that is,

L
{

η
}
− 1

sν

n−1

∑
j=0

sν−j−1η(j)(x, 0) +
1
sν

L
{

Rη +N η −F
}
= 0.

Then, according to the HAM method [24], a nonlinear operator Ñ can be defined as

Ñ [ζ(x, t; q)] = L
{

ζ(x, t; q)
}
− 1

sν ∑n−1
j=0 sν−j−1ζ(j)(x, 0; q) + 1

sν L
{

Rζ(x, t; q)

+N ζ(x, t; q)−F (x, t)
}

,

where q ∈ [0, 1
n ], n ≥ 1, and ζ are the real valued functions in x, t, and q. Thus, we take the

zeroth-order deformation equation

(1− nq)L
[
ζ(x, t; q)− η0(x, t)

]
= qh̄H (x, t)Ñ [ζ(x, t; q)], (4)

where H (x, t) is a nonzero auxiliary function, h̄ is a non vanishing parameter (which
enables one to adjust the convergence of the required series solution), q ∈ [0, 1

n ] is an
embedding parameter, L denotes the Laplace transform operator, η0(x, t) is an initial
guess for the exact solution η, and ζ(x, t; q) is an unknown function.

It is clear that when we put q = 0 and q = 1
n in Equation (4), it implies the following:

ζ(x, t; 0) = η0 and ζ(x, t;
1
n
) = η.

Thus, as q deforms continuously from 0 to 1
n , the function ζ(x, t; q) converges from the

initial approximation η0(x, t) to the exact solution η(x, t).
Now, the expansion of ζ(x, t; q) in a Taylor series with respect to q leads to

ζ(x, t; q) = η0(x, t) +
∞

∑
j=1

ηj(x, t)qj, (5)

where

ηj(x, t) =
1
j!

∂jζ(x, t; q)
∂qj

∣∣∣∣
q=0

.

As Liao pointed out in [26], if the parameter h̄, the operator L , the initial guess η0(x, t),
and the auxiliary function H (x, t) are well chosen, then Power series (5) will converge at
q = 1

n to one of the solutions of the original problem, which is given in a power series form
as follows:

η(x, t) = η0(x, t) +
∞

∑
`=1

(
1
n

)`

η`(x, t).

In fact, these four components are presented in the zeroth deformation equation on
which the success of the method relies. The choice of the operator depends on the equation
to be solved, and usually it is chosen out of the operators in a problem that can be simply
inverted. While the existence of the convergence control parameter h̄ distinguishes the
HAM from other competent methods, it also occurs in the series solution, and it is used to
adjust the convergence region. Thus, its permissible range can be predicted graphically by



Axioms 2023, 12, 790 4 of 16

using the h̄-curves. Moreover, one has a great degree of freedom to choose its value from
this range.

The function H (x, t) is chosen in such a way that the zeroth deformation equation
produces the analytic solution as q, which deforms from 0 to 1

n . Finally, the initial guess can
be chosen depending on the operator, as well as by the initial or boundary conditions in
the problem.

Now, we differentiate the equation of the zeroth-order deformation Equation (4) k-
times with respect to q, by dividing by k!, and by then setting q = 0, which produces the
kth-order deformation equation

L
{

ηk(x, t)− χkηk−1(x, t)
}
= h̄H (x, t)R̃(~ηk−1), (6)

where
~ηk(x, t) = [η0(x, t), η1(x, t), ..., ηk(x, t)],

and

R̃(~ηk−1) =
1

(k− 1)!

{
∂k−1

∂qk−1 Ñ [ζ(x, t; q)]

}∣∣∣∣∣
q=0

.

Next, by performing the inverse Laplace transform to Equation (6), the components ηk(x, t)
can then be determined recursively by the iterative scheme

ηk(x, t) = χkηk−1(x, t) + h̄L −1
[
H (x, t)R̃(~ηk−1)

]
,

where

χ` =

{
0, ` ≤ 1,
n, ` > 1.

3. Application of the Method

The existence of the non-local integral condition in Problem (1) makes computations
very complicated. Thus, to overcome this issue and to investigate the applicability and
efficiency of the q-HATM for solving this problem, we transformed the integral condition
in (1) to equivalent classical conditions. To this end, assume that

∫ 1
0 x η dx = 0 and∫ 1

0 x gdx = 0. Then, multiply the equation

∂ν
t ξ − 1

x
∂

∂x
ξ − ∂2

∂x2 ξ = g(x, t), (7)

by x, and integrate over the interval [0, 1]. This implies

∂ν
t

∫ 1

0
x ξ dx−

∫ 1

0
ξx dx−

∫ 1

0
x ξxx dx =

∫ 1

0
x gdx,

or equivalently

∂ν
t

∫ 1

0
x ξ dx−

∫ 1

0
ξx dx−

[
xξx|10 −

∫ 1

0
ξx

]
=
∫ 1

0
x gdx, (8)

which implies ξx(1, t) = 0.
Conversely, assume that ξx(1, t) = 0 and

∫ 1
0 x g(x, t)dx = 0. Again, multiply

Equation (7) by x, and integrate over the interval [0, 1]. Then, in view of Equation (8),
we conclude that ∂ν

t
∫ 1

0 x ξ(x, t) dx = 0, which means
∫ 1

0 x ξ(x, t) dx = c for all t ∈ [0, T],
where c is a constant.

In particular we have
∫ 1

0 x ξ(x, 0) dx = c = 0, since the initial condition ξ(x, 0) = θ(x)
satisfies the compatibility condition, which implies

∫ 1
0 x ξ(x, t) dx = 0.
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Therefore, the condition
∫ 1

0 x ξ(x, t) dx = 0 in Problem (1) is equivalent to the condi-

tions ξx(1, t) = 0 and
∫ 1

0 x g(x, t)dx = 0. Hence, Problem (1) is equivalent to
∂ν

t ξ − 1
x

∂
∂x ξ − ∂2

∂x2 ξ = g(x, t), 0 < ν, x < 1, 0 < t < T,
ξ(x, 0) = θ(x), 0 < x < 1,
ξ(1, t) = ψ(t), ξx(1, t) = 0, 0 < t < T,

(9)

provided that
∫ 1

0 x g(x, t)dx = 0, where g, θ, and ψ are the given functions.
Now, in view of (2) taking a Laplace transform of both sides of the PDE in (9), this

implies the following:

L [ξ(x, t)]− 1
s

ξ(x, 0)− 1
sν

L

[
1
x

ξx(x, t) + ξxx(x, t) + g(x, t)
]
= 0.

Thus, we take the operator Ñ [ζ(x, t; q)] as follows:

Ñ [ζ(x, t; q)] = L
{

ζ(x, t; q)
}
− 1

s ξ(x, 0)− 1
sν L

{ 1
x

∂
∂x ζ(x, t; q)

+ ∂2

∂x2 ζ(x, t; q) + g(x, t)
}

.

Hence, choosing the auxiliary function H (x, t) = 1 implies that the kth-order deformation
equation is given as

L [ξk(x, t)− χkξk−1(x, t)] = h̄ R̃(~ξk−1),

where

R̃(~ξk−1) = L
{

ξk−1(x, t)
}
−
(
1− χk

n
) 1

s ξ(x, 0)− 1
sν L

{ 1
x

∂
∂x ξk−1

+ ∂2

∂x2 ξk−1 +
(
1− χk

n
)

g(x, t)
}

.

Therefore, the successive terms of the approximate series solution can be computed recur-
sively through the scheme

ξk(x, t) = χkξk−1(x, t) + h̄L −1
[
R̃(~ξk−1)

]
, (10)

and the solution will be given as follows:

ξ(x, t) = ξ0(x, t) +
∞

∑
i=1

ξi(x, t).

Next, we test the efficiency of Scheme (10) in handling the numerical solutions of fractional
problems of Type (9) by considering the following set of examples:

Example 1. Consider the homogeneous fractional order PDE

∂ν
t ξ − 1

x
∂

∂x
ξ − ∂2

∂x2 ξ = 0, 0 < ν, x < 1, 0 < t < T,

annexed with the conditions{
ξ(x, 0) = −x2

4 + ln(x)
2 , 0 < x < 1,

ξ(1, t) = − 1
4 −

tν

Γ[ν+1] , ξx(1, t) = 0, 0 < ν < 1, 0 < t < T.

Solution.
Since the equation is homogeneous, it is evident that

∫ 1
0 x gdx = 0, as g = 0.
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Now, let ξ0(x, t) = ξ(x, 0) = − x2

4 + ln(x)
2 , and since n = 1 in view of (10), we obtain

the following:

ξ1(x, t) = χ1ξ0(x, t) + h̄ L −1
[
R̃(~ξ0)

]
,

= h̄ L −1
[
R̃(~ξ0)

]
,

= h̄ L −1
[
L {ξ0(x, t)} − (1− χ1

n ) 1
s ξ(x, 0)− 1

sν L { 1
x (ξ0(x, t))x + (ξ0(x, t))xx}

]
,

=
h̄ tν

Γ[ν + 1]
.

ξ2(x, t) = χ2ξ1(x, t) + h̄ L −1
[
R̃(~ξ1)

]
,

= ξ1(x, t) + h̄ L −1
[
R̃(~ξ1)

]
,

= ξ1(x, t) + h̄ L −1
[
L {ξ1(x, t)} − (1− χ2

n ) 1
s ξ(x, 0)− 1

sν L { 1
x (ξ1(x, t))x + (ξ1(x, t))xx}

]
,

= (1 + h̄)ξ1(x, t),

= (1 + h̄)
h̄ tν

Γ[ν + 1]
.

ξ3(x, t) = χ3ξ2(x, t) + h̄ L −1
[
R̃(~ξ2)

]
,

= ξ2(x, t) + h̄ L −1
[
R̃(~ξ2)

]
,

= ξ2(x, t) + h̄ L −1
[
L {ξ2(x, t)} − (1− χ2

n ) 1
s ξ(x, 0)− 1

sν L { 1
x (ξ2(x, t))x + (ξ2(x, t))xx}

]
,

= (1 + h̄)2 h̄ tν

Γ[ν + 1]
.

If we continue in this manner, we obtain

ξm(x, t) = (1 + h̄)m−1 h̄ tν

Γ[ν + 1]
,

thus, the numerical solution is as follows:

ξ(x, t) = ξ0(x, t) + ∑∞
i=1 ξ j(x, t),

= ξ0(x, t) + (1 + h̄)
h̄ tν

Γ[ν + 1]
+ (1 + h̄)2 h̄ tν

Γ[ν + 1]
+ . . .,

= ξ0(x, t) +
∞

∑
j=1

(1 + h̄)j−1 h̄ tν

Γ[ν + 1]
,

= − x2

4 + ln(x)
2 +

∞

∑
j=1

(1 + h̄)j−1 h̄ tν

Γ[ν + 1]
.

(11)

Now, if the parameter h̄ satisfies −2 < h̄ < 0, then Series (11) converges, and we obtain the
following series solution:

ξ(x, t) = ξ0(x, t)− tν

Γ[ν+1] ,

= − x2

4 + ln(x)
2 − tν

Γ[ν+1] .

Let us mention that at ν = 1, the last series converges to the analytical solution ξ(x, t) =
− x2

4 + ln(x)
2 − t.

Figure 1 displays the h-curve that corresponds to the 15th-order numerical series
solution, and this shows that the values of h̄ that lead to a convergent series solution are
located in the interval (−2, 0).
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Figure 1. The h̄-curve that corresponds to the 15th-order approximate series solution at x = 0.75, t = 0,
and ν = 1.

Figure 2 depicts the graphs of the truncated series solution, which used various number
of terms together with the corresponding exact solution of Example 1 at x = 0.3, h̄ = −0.7,
and ν = 0.35. This shows that the truncated series solution of order k = 4 almost coincides
with the analytical solution, which indicates the rapid convergence of this method.

5 10 15 20
t

-3.5

-3.0

-2.5

-2.0

-1.5

-1.0

Ξ@mD

k=5

k=3

k=2

k=1

Ξ

Figure 2. Truncated series solution ξ [k](x, t) at various values of k together with the analytical solution
ξ(x, t) of Example 1.

In Tables 1–3, we present the numerical solutions of Example 1 that result from the kth-
order truncated series solution ξ [k] for the many values of k, with h̄ = −0.7 at various values
of ν, x, and t. As we can see, the results in these tables illustrate the rapid convergences of
the generated series solution, which occur just after a few terms.

Table 1. The approximate solutions of Example 1 that are generated by ξ [k], and the exact solution ξ

at ν = 0.25 and t = 0.1 for certain values of x and k.

x 0.01 0.2 0.5 0.8 0.95

ξ −2.92302 −1.43513 −1.02948 −0.891982 −0.871682

k ξ [k] ξ [k] ξ [k] ξ [k] ξ [k]

1 −2.7369 −1.24901 −0.843361 −0.705859 −0.685559
2 −2.86718 −1.37929 −0.973647 −0.836145 −0.815845
3 −2.90627 −1.41838 −1.01273 −0.875231 −0.854931

13 −2.92302 −1.43513 −1.02948 −0.891982 −0.871682
100 −2.92302 −1.43513 −1.02948 −0.891982 −0.871682
200 −2.92302 −1.43513 −1.02948 −0.891982 −0.871682
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Table 2. The numerical solutions of Example 1 that result from ξ [k], and the exact solution ξ, at
ν = 0.75 and t = 2 for different values of x and k.

x 0.01 0.2 0.5 0.8 0.95

ξ −4.13251 −2.64462 −2.23897 −2.10147 −2.08117

k ξ [k] ξ [k] ξ [k] ξ [k] ξ [k]

1 −3.58354 −2.09565 −1.69 −1.5525 −1.5322
2 −3.96782 −2.47993 −2.07428 −1.93678 −1.91648
3 −4.0831 −2.59521 −2.18957 2.05206 −2.03176
11 −4.13251 −2.64462 −2.23897 −2.10147 −2.08117

100 −4.13251 −2.64462 −2.23897 −2.10147 −2.08117
200 −4.13251 −2.64462 −2.23897 −2.10147 −2.08117

Table 3. The numerical solutions of Example 1 that result from the truncated series ξ [m], and the exact
solution ξ, at ν = 0.9 and t = 10 for various values of x and m.

x 0.01 0.2 0.5 0.8 0.95

ξ −10.5617 −9.07378 −8.66813 −8.53063 −8.51033

m ξ [m] ξ [m] ξ [m] ξ [m] ξ [m]

1 −8.08395 −6.59606 −6.19042 −6.05291 −6.03261
2 −9.81836 −8.33046 −7.92482 −7.78732 −7.76702
3 −10.3387 −8.85078 −8.44514 −8.30764 −8.28734
12 −10.5617 −9.07378 −8.66813 −8.53063 −8.51033

100 −10.5617 −9.07378 −8.66813 −8.53063 −8.51033
200 −10.5617 −9.07378 −8.66813 −8.53063 −8.51033

Table 4 shows the error resulting from the absolute difference |ξ(x, t)− ξ [k](x, t)| of
the analytical solution and the numerical truncated series solution of Example 1 for various
values of x and t. It illustrates the rapid convergence of the numerical solution that is
obtained by utilizing the q-HATM.

Table 4. The absolute difference between the analytical solution and the numerical solution of the
order k of Example 1 at k = 18, ν = 0.3, and h̄ = −0.7 for various values of x and t.

t
x 0.1 0.2 1 2 5

0.1 2.16353× 10−10 3.50633× 10−10 4.3168× 10−10 5.31461× 10−10 6.99606× 10−10

0.2 2.16353× 10−10 3.50633× 10−10 4.3168× 10−10 5.31461× 10−10 6.99606× 10−10

0.5 2.16353× 10−10 3.50633× 10−10 4.3168× 10−10 5.31461× 10−10 6.99606× 10−10

0.7 2.16353× 10−10 3.50633× 10−10 4.3168× 10−10 5.31461× 10−10 6.99606× 10−10

0.9 2.16353× 10−10 3.50633× 10−10 4.3168× 10−10 5.31461× 10−10 6.99606× 10−10

Example 2. Consider the nonhomogeneous fractional-order partial differential equation

∂ν
t ξ − 1

x
∂

∂x
ξ − ∂2

∂x2 ξ = 2− 3x, 0 < ν, x < 1, 0 < t < T,

annexed with the following conditions:{
ξ(x, 0) = x3

3 − ln(x), 0 < x < 1,
ξ(1, t) = 1

3 + 2 tν

Γ[ν+1] , ξx(1, t) = 0, 0 < ν < 1, 0 < t < T.

Solution.
Here g(x, t) = 2− 3x; hence, it is easy to check that

∫ 1
0 x gdx = 0.
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Now, let ξ0(x, t) = ξ(x, 0) = x3

3 − ln(x). Since n = 1 in view of (10), we obtain the
following:

ξ1(x, t) = χ1ξ0(x, t) + h̄ L −1
[
R̃(~ξ0)

]
,

= h̄ L −1
[
R̃(~ξ0)

]
,

= h̄ L −1
[
L {ξ0(x, t)} − (1− χ1

n ) 1
s ξ(x, 0)− 1

sν L { 1
x (ξ0(x, t))x + (ξ0(x, t))xx}

]
,

= − 2h̄ tν

Γ[ν + 1]
.

ξ2(x, t) = χ2ξ1(x, t) + h̄ L −1
[
R̃(~ξ1)

]
,

= ξ1(x, t) + h̄ L −1
[
R̃(~ξ1)

]
,

= ξ1(x, t) + h̄ L −1
[
L {ξ1(x, t)} − (1− χ2

n ) 1
s ξ(x, 0)− 1

sν L { 1
x (ξ1(x, t))x + (ξ1(x, t))xx}

]
,

= (1 + h̄)ξ1(x, t),

= −2h̄ (1 + h̄)
tν

Γ[ν + 1]
.

ξ3(x, t) = χ3ξ2(x, t) + h̄ L −1
[
R̃(~ξ2)

]
,

= ξ2(x, t) + h̄ L −1
[
R̃(~ξ2)

]
,

= ξ2(x, t) + h̄ L −1
[
L {ξ2(x, t)} − (1− χ2

n ) 1
s ξ(x, 0)− 1

sν L { 1
x (ξ2(x, t))x + (ξ2(x, t))xx}

]
,

= −2h̄ (1 + h̄)2 tν

Γ[ν + 1]
.

If we continue in this manner, we obtain

ξm(x, t) = −2h̄ (1 + h̄)m−1 tν

Γ[ν + 1]
,

hence the following:

ξ(x, t) = ξ0(x, t) + ∑∞
i=1 ξ j(x, t),

= ξ0(x, t)− 2h̄ tν

Γ[ν + 1]
− (1 + h̄)

2h̄ tν

Γ[ν + 1]
− (1 + h̄)2 2h̄ tν

Γ[ν + 1]
− . . .,

= ξ0(x, t)−
∞

∑
j=1

2 h̄ (1 + h̄)j−1 tν

Γ[ν + 1]
.

(12)

Now, if the parameter h̄ satisfies −2 < h̄ < 0, then (12) converges, and we obtain the
following:

ξ(x, t) = ξ0(x, t) + 2 tν

Γ[ν+1] ,

= x3

3 − ln(x) + 2 tν

Γ[ν+1] .

It is clear that at ν = 1, and the last series converges to the exact solution ξ(x, t) =

2t + x3

3 − ln(x).
Figure 3 displays the h-curve that corresponds to the 20th-order numerical series

solution. In addition, it shows that the values of h̄ that lead to a convergent series solution
are located in the interval (−2, 0).
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Figure 3. The h̄-curve that corresponds to the 20th-order approximate series solution at x = 0.75, t = 0,
and ν = 1.

Figure 4 depicts the graphs of the truncated series solution that use various numbers of
terms together with the corresponding analytical solution of Example 2 at x = 0.5, h̄ = −0.75,
and ν = 0.35. This shows that the truncated series solution of order m = 5 almost coincides
with the analytical solution, which indicates the rapid convergence of this method.
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Figure 4. The truncated series solution ξ [m](x, t) with various values of m together with the analytical
solution ξ(x, t) of Example 2.

In Tables 5–7, we present the approximate solutions of Example 2 that result from the
kth-order series solution ξ [k] for the many values of k,with h̄ = −0.7 at various values of ν,
x, and t. As we can see, the results in these tables illustrate the rapid convergences of the
generated series solutions.

Table 5. The numerical solutions of Example 2 that were obtained using ξ [k], and the exact solution ξ

at ν = 0.25 and t = 0.1 for various values of x and k.

x 0.01 0.2 0.5 0.8 0.95

ξ 5.84599 2.85292 1.97563 1.63463 1.57791

k ξ [k] ξ [k] ξ [k] ξ [k] ξ [k]

1 5.47374 2.48068 1.60339 1.26238 1.20566
2 5.73432 2.74125 1.86396 1.52296 1.46623
3 5.81249 2.81942 1.94213 1.60113 1.5444

13 5.84599 2.85292 1.97563 1.63463 1.57791
100 5.84599 2.85292 1.97563 1.63463 1.57791
200 5.84599 2.85292 1.97563 1.63463 1.57791
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Table 6. The approximate solutions of Example 2 that were generated by ξ [k], and the exact solution ξ

at ν = 0.75 and t = 2 for different values of x and k.

x 0.01 0.2 0.5 0.8 0.95

ξ 8.26497 5.27191 4.39461 4.05361 3.99689

k ξ [k] ξ [k] ξ [k] ξ [k] ξ [k]

1 7.16703 4.17397 3.29667 2.95567 2.89895
2 7.93559 4.94252 4.06523 3.72423 3.6675
3 8.16616 5.17309 4.2958 3.9548 3.89807

13 8.26497 5.2719 4.39461 4.05361 3.99689
100 8.26497 5.27191 4.39461 4.05361 3.99689
200 8.26497 5.27191 4.39461 4.05361 3.99689

Table 7. The numerical solutions of Example 2 that were produced by ξ [m], and the exact solution ξ

at ν = 0.9 and t = 10 for various values of x and m.

x 0.01 0.2 0.5 0.8 0.95

ξ 21.1233 18.1302 17.2529 16.9119 16.8552

m ξ [m] ξ [m] ξ [m] ξ [m] ξ [m]

1 16.1679 000 12.2975 11.9565 11.8998
2 19.6367 16.6436 15.7663 15.4253 15.3686
3 20.6773 17.6842 16.8069 16.4659 16.4092

11 21.1233 18.1302 17.2529 16.9119 16.8552
100 21.1233 18.1302 17.2529 16.9119 16.8552
200 21.1233 18.1302 17.2529 16.9119 16.8552

Table 8 shows the error that results from the absolute difference |ξ(x, t)− ξ [k](x, t)|
of the analytical solution, as well as the numerical truncated series solution of Example 1
for the various values of x and t. This illustrates the rapid convergence of the numerical
solution that results from utilizing the q-HATM.

Table 8. The absolute difference between the analytical solution and the truncated series solution of
order k of Example 2 at k = 18, ν = 0.6, and h̄ = −0.7 for various values of x and t.

t
x 0.1 0.2 1 2 5

0.1 2.17826× 10−10 5.72127× 10−10 8.67183× 10−10 1.3144× 10−9 2.27768× 10−9

0.2 2.17827× 10−10 5.72126× 10−10 8.67183× 10−10 1.3144× 10−9 2.27768× 10−9

0.5 2.17826× 10−10 5.72127× 10−10 8.67182× 10−10 1.3144× 10−9 2.27768× 10−9

0.7 2.17826× 10−10 5.72127× 10−10 8.67182× 10−10 1.3144× 10−9 2.27768× 10−9

0.9 2.17827× 10−10 5.72127× 10−10 8.67182× 10−10 1.3144× 10−9 2.27768× 10−9

Example 3. Consider the nonhomogeneous fractional order partial differential equation:

∂ν
t ξ − 1

x
∂

∂x
ξ − ∂2

∂x2 ξ = 2− 1
x

, 0 < ν, x < 1, 0 < t < T,

annexed with the conditions:{
ξ(x, 0) = 1 + x− ln(x), 0 < x < 1,
ξ(1, t) = 1 + x + 2 tν

Γ[ν+1] , ξx(1, t) = 0, 0 < ν < 1, 0 < t < T.

Solution.
Here, g(x, t) = 2− 1

x ; hence, it is easy to see that
∫ 1

0 x gdx = 0.
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Next, let ξ0(x, t) = ξ(x, 0) = 1 + x− ln(x). Since n = 1 in view of (10), we obtain the
following:

ξ1(x, t) = χ1ξ0(x, t) + h̄ L −1
[
R̃(~ξ0)

]
,

= h̄ L −1
[
R̃(~ξ0)

]
,

= h̄ L −1
[
L {ξ0(x, t)} − (1− χ1

n ) 1
s ξ(x, 0)− 1

sν L { 1
x (ξ0(x, t))x + (ξ0(x, t))xx}

]
,

= − 2h̄ tν

Γ[ν + 1]
.

ξ2(x, t) = χ2ξ1(x, t) + h̄ L −1
[
R̃(~ξ1)

]
,

= ξ1(x, t) + h̄ L −1
[
R̃(~ξ1)

]
,

= ξ1(x, t) + h̄ L −1
[
L {ξ1(x, t)} − (1− χ2

n ) 1
s ξ(x, 0)− 1

sν L { 1
x (ξ1(x, t))x + (ξ1(x, t))xx}

]
,

= (1 + h̄)ξ1(x, t),

= −2h̄ (1 + h̄)
tν

Γ[ν + 1]
.

ξ3(x, t) = χ3ξ2(x, t) + h̄ L −1
[
R̃(~ξ2)

]
,

= ξ2(x, t) + h̄ L −1
[
R̃(~ξ2)

]
,

= ξ2(x, t) + h̄ L −1
[
L {ξ2(x, t)} − (1− χ2

n ) 1
s ξ(x, 0)− 1

sν L { 1
x (ξ2(x, t))x + (ξ2(x, t))xx}

]
,

= −2h̄ (1 + h̄)2 tν

Γ[ν + 1]
.

If we continue in this way we obtain

ξm(x, t) = −2h̄ (1 + h̄)m−1 tν

Γ[ν + 1]
,

hence

ξ(x, t) = ξ0(x, t) + ∑∞
i=1 ξ j(x, t),

= ξ0(x, t)− 2h̄ tν

Γ[ν + 1]
− (1 + h̄)

2h̄ tν

Γ[ν + 1]
− (1 + h̄)2 2h̄ tν

Γ[ν + 1]
− . . .,

= ξ0(x, t)−
∞

∑
j=1

2 h̄ (1 + h̄)j−1 tν

Γ[ν + 1]
.

(13)

Now, if the parameter h̄ satisfies −2 < h̄ < 0, then Series (13) converges, and we obtain the
following:

ξ(x, t) = ξ0(x, t) + 2 tν

Γ[ν+1] ,

= 1 + x− ln(x) + 2 tν

Γ[ν+1] .

It is clear that at ν = 1, the last series converges to the exact solution ξ(x, t) = 2t + 1 + x−
ln(x).

Figure 5 displays the h-curve that corresponds to the 17th-order numerical series
solution. Furthermore, it shows that the values of h̄ that lead to a convergent series solution
are located in the interval (−2, 0).
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Figure 5. The h̄-curve that corresponds to the 17th-order approximate series solution at
x = 0.75, t = 0, and ν = 1.

Figure 6 depicts the graphs of the truncated series solution that use various numbers
of terms together with the corresponding exact solution of Example 3 at x = 0.8, h̄ = −0.7,
and ν = 0.6. This shows that the truncated series solution of order m = 5 almost coincides
with the analytical solution, which indicates the rapid convergence of this method.
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Figure 6. Truncated series solution ξ [m](x, t) with various values of m together with the exact solution
ξ(x, t) of Example 3.

In Tables 9–11, we present the approximate solutions of Example 3 that are produced
by an mth-order series solution ξ [m] for many values of m with h̄ = −0.7, which is achieved
by using various values of ν, x, and t. As we can see, the results in these tables illustrate
the rapid convergences of the generated series solutions.

Table 9. The approximate solutions of Example 3 that were generated by ξ [m], and the exact solution
ξ at ν = 0.25 and t = 0.1 for various values of x and m.

x 0.01 0.2 0.5 0.8 0.95

ξ 6.85599 4.05026 3.43397 3.26396 3.24211

m ξ [m] ξ [m] ξ [m] ξ [m] ξ [m]

1 6.48374 3.67801 3.06172 2.89172 2.86987
2 6.74432 3.93858 3.32229 3.15229 3.13044
3 6.82249 4.01676 3.40047 3.23046 3.20861

11 6.85599 4.05026 3.43397 3.26396 3.24211
100 6.85599 4.05026 3.43397 3.26396 3.24211
200 6.85599 4.05026 3.43397 3.26396 3.24211
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Table 10. The approximate solutions of Example 3 that are generated by ξ [m], and the exact solution
ξ, at ν = 0.75 and t = 2 for various values of x and m.

x 0.01 0.2 0.5 0.8 0.95

ξ 9.27497 6.46924 5.85295 5.68294 5.66109

m ξ [m] ξ [m] ξ [m] ξ [m] ξ [m]

1 8.17703 5.3713 4.75501 4.585 4.56315
2 8.94559 6.13986 5.52357 5.35356 5.33171
3 9.17616 6.37042 5.75413 5.58413 5.56228

12 9.27497 6.46924 5.85295 5.68294 5.66109
100 9.27497 6.46924 5.85295 5.68294 5.66109
200 9.27497 6.46924 5.85295 5.68294 5.66109

Table 11. The approximate solutions of Example 3 that are generated by ξ [m], and the exact solution ξ

at ν = 0.9 and t = 10 for various values of x and m.

x 0.01 0.2 0.5 0.8 0.95

ξ 22.1333 19.3276 18.7113 18.5413 18.5194

m ξ [m] ξ [m] ξ [m] ξ [m] ξ [m]

1 17.1779 14.3721 13.7558 13.5858 13.564
2 20.6467 17.8409 17.2246 17.0546 17.0328
3 21.6873 18.8816 18.2653 18.0953 18.0734
12 22.1333 19.3276 18.7113 18.5413 18.5194

100 22.1333 19.3276 18.7113 18.5413 18.5194
200 22.1333 19.3276 18.7113 18.5413 18.5194

Table 12 shows the error that results from the absolute difference |ξ(x, t)− ξ [k](x, t)|
of the analytical solution, as well as the numerical truncated series solution of Example 1
for various values of x and t. It illustrates the rapid convergence of the numerical solution
that results from utilizing the q-HATM.

Table 12. The absolute difference between the analytical solution and the truncated series solution of
order k of Example 3 at k = 19, ν = 0.75, and h̄ = −0.7 for various values of x and t.

t
x 0.1 0.2 1 2 5

0.1 4.49769× 10−11 1.5039× 10−10 2.52923× 10−10 4.25363× 10−10 8.457× 10−10

0.2 4.49769× 10−11 1.5039× 10−10 2.52923× 10−10 4.25365× 10−10 8.45699× 10−10

0.5 4.49765× 10−11 1.50389× 10−10 2.52924× 10−10 4.25364× 10−10 8.45699× 10−10

0.7 4.49769× 10−11 1.50389× 10−10 2.52923× 10−10 4.25365× 10−10 8.457× 10−10

0.9 4.49769× 10−11 1.50389× 10−10 2.52922× 10−10 4.25364× 10−10 8.45699× 10−10

4. Conclusions

In this article, a numerical solution of a fractional order IBVP with a non-local con-
straint is obtained via the q-HATM. Several examples are given to illustrate the efficiency of
the derived iterative scheme. The exact solution is obtained for each one of these examples.
The convergence of the numerical solutions of these examples was studied both numerically
and graphically. A comparison of the analytical and numerical solution was conducted
using the absolute error for the different values of x and t, as in Tables 4, 8, and 12. Also, a
graphical comparison of the truncated series solution with various number of terms and the
exact solution is illustrated in Figures 2, 4, and 6. These results show that the q-HATM is an
efficient method for solving these types of singular non-local fractional partial differential
equations.
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