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Abstract: From the perspective of the importance of the fractional-order linear time-invariant (FoLTI)
system in plenty of applied science fields, such as control theory, signal processing, and communica-
tions, this work aims to provide certain generic solutions for commensurate and incommensurate
cases of these systems in light of the Adomian decomposition method. Accordingly, we also generate
another general solution of the singular FoLTI system with the use of the same methodology. Several
more numerical examples are given to illustrate the core points of the perturbations of the considered
singular FoLTI systems that can ultimately generate a variety of corresponding solutions.
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1. Introduction

A fractional-order system is a dynamical system characterized by differential equations
with noninteger-order derivatives. The integer-order representation is regarded as a specific
instance of such systems, with fractional-order dynamics serving as the most generic
description of the majority of realistic systems. Several kinds of fractional-order dynamical
system challenges have recently been discussed in the literature [1–5].

In the late 1990s, the work on time-domain system identification using fractional-
order models began. There are several techniques to discretize fractional-order differential
equations by utilizing the phase assignment approach or the Grunwald–Letnikov approxi-
mation, which can be found in [6]. Moreover, the stability, observability, and controllability
of fractional-order systems have been thoroughly examined using state-space representa-
tions (see [7–9]). In the same regard, there are several fields, including electric networks,
economics, optimization issues, control system analysis, restricted mechanics, aircraft and
robot dynamics, biology and large-scale systems, that depend heavily on the so-called
singular fractional-order system of differential equations for their construction [10].

The Caputo fractional-order derivative operator has many applications in the field of
applied science and engineering. For example, one application in applied mathematics for
this operator is the study of natural convection flows of Prabhakar-like fractional Maxwell
fluids with generalized thermal transport in the fractional case [11]. In general, this
derivative can be defined as a combination of an integral of the function and a derivative of
a lower order. The study of nonlocal transport phenomena, such as the generalized heat
transport seen in some materials, makes use of this kind of derivative especially well. In
particular, the Caputo fractional-order derivative operator and other equivalent fractional-
order operators can offer precise and effective solutions to many intricate phenomena and
systems (see [12,13]).

Axioms 2023, 12, 771. https://doi.org/10.3390/axioms12080771 https://www.mdpi.com/journal/axioms

https://doi.org/10.3390/axioms12080771
https://doi.org/10.3390/axioms12080771
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/axioms
https://www.mdpi.com
https://orcid.org/0000-0002-8443-8848
https://orcid.org/0000-0002-7614-4727
https://orcid.org/0000-0003-3313-506X
https://orcid.org/0000-0002-6326-8456
https://doi.org/10.3390/axioms12080771
https://www.mdpi.com/journal/axioms
https://www.mdpi.com/article/10.3390/axioms12080771?type=check_update&version=1


Axioms 2023, 12, 771 2 of 19

Using the ADM, nonlinear ordinary, partial, and fractional differential equations
used in physics, mathematics, chemistry, and biology may be solved semianalytically.
George Adomian, director of the University of Georgia’s Center for Applied Mathematics,
created the technique between the 1970s and 1990s. The ADM decomposes a solution
into an infinite series, which converges rapidly to the exact solution [14,15]. Basically, this
technique was introduced to formulate approximate solutions for nonlinear systems. It
is based on the decomposition of the nonlinear part of a differential system into a series
of Adomian polynomials. The recursive formulation generated by the ADM corresponds
to the technique proposed by Picard and Lindelöf to generate a solution to the initial
value problem for a general expression of the differential system. Picard’s method is a
basic technique that has been improved by ADM decomposition for the case of strongly
nonlinear systems [16,17]. However, we think that these methods are equivalent in the
case of dealing with linear systems. In this paper, with the use of the ADM, commensurate
and incommensurate Fractional-order Linear Time-Invariant (FoLTI) systems are solved
semianalytically. Accordingly, the singular FoLTI system is then solved by using the
same methodology.

The remainder of this manuscript is constructed in the following manner. Section 2
aims to recollect some essential information and definitions regarding the Adomain decom-
position method. Section 3 intends to illustrate the primary results of this work, including
the results connected with the commensurate, incommensurate, and singular FoLTI sys-
tems. Section 4 aims to demonstrate several examples, followed by the last section, which
outlines the concluding remarks of this work.

2. Adomain Decomposition Method

In this section, we recall the basic principles of the ADM concerning a nonlinear
problem of the form

Lw + Rw + Nw = g, (1)

where g is the system input, w is the system output, L is the linear operator that needs to
be inverted, R is the linear remainder operator, and N is the nonlinear operator, which is
assumed to be analytic. Herein, we emphasize that the choice for L and its inverse L−1 are
decided by the particular equation to be solved. Generally, we choose L = dm

dxm (·) for the
mth-order differential equations, and thus, its inverse L−1 follows as the m-fold definite
integration operator from x0 to x. Consequently, we obtain L−1Lw = w − ψ, where ψ

incorporates the initial values as ψ = ∑m−1
v=0 βv

(x−x0)
v

v! . Now, applying the inverse linear
operator L−1 to both sides of (1) gives

w = γ(x)− L−1[Rw + Nw], (2)

where γ(x) = ψ + L−1g. The ADM decomposes the solution into a series

w =
∞

∑
n=0

wn, (3)

and then decomposes the nonlinear term Nw into a series

Nw =
∞

∑
n=0

An, (4)

where An are called the Adomian polynomials, which can be generated for the nonlinearity
Nw = f (w) by the following formula [18]:

An =
1
n!

∂n

∂λn

[
f

(
∞

∑
k=0

wkλk

)]
λ=0

, n = 0, 1, 2, · · · , (5)

where λ is a grouping parameter of convenience.
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For convenience, below, we list the formulas of the first Adomian polynomials for the
one-variable nonlinearity Nw = f (w(x)) from A0 up to A5:

A0 = f (w0),

A1 = f ′(w0)w1,

A2 = f ′(w0)w2 + f ′′(w0)
w2

1
2!

,

A3 = f ′(w0)w3 + f ′′(w0)w1w2 + f (3)(w0)
w3

1
3!

,

A4 = f ′(w0)w4 + f ′′(w0)

(
w2

2
2!

+ w1w3

)
+ f (3)(w0)

w2
1w2

2!
+ f (4)(w0)

w4
1

4!
,

A5 = f ′(w0)w5 + f ′′(w0)(w2w3 + w1w4) + f (3)(w0)

(
w1w2

2
2!

+
w2

1w3

2!

)
+ f (4)(w0)

w3
1w2

3!
+ f (5)(w0)

w5
1

5!
,

...

Accordingly, by substituting the Adomian decomposition series (3) for the solution
w(x) and the series of Adomian polynomials (4) suited to the nonlinearity Nw into (2),
we obtain

∞

∑
n=0

wn = γ(x)− L−1

[
R

∞

∑
n=0

wn +
∞

∑
n=0

An

]
. (6)

This consequently yields the following recursion states:

w0(x) = γ(x),

wn+1(x) = −L−1[Rwn + An], n ≥ 0,
(7)

The n-term approximation of the solution is then of the form

ϕn(x) =
n−1

∑
k=0

wk(x). (8)

It should be noted here that there are several alternative recursion approaches that
can be used instead of (7), see, e.g., the Adomian–Rach [19], Wazwaz [20], Wazwaz-El-
Sayed [21], Duan [22], and Duan–Rach [23].

3. FoLTI System

The state-space representation for the linear time-invariant system has the general form

x′(t) = Ax(t) + Bw(t), x(t0) = x0,

y(t) = Cx(t) + Dw(t),
(9)

with the pseudo-state x(t) ∈ Rn, the input w(t) ∈ Rp, the output y(t) ∈ Rq, the order
of differentiation α ∈ (0, 1], and matrices of appropriate dimensions, namely the system
matrix A ∈ Rn×n, the input matrix B ∈ Rn×p, the output matrix C ∈ Rq×n, and the feed
through matrix D ∈ Rq×p [24]. In particular, x(t) is the n-dimensional state vector, which
can be expressed as

x(t) =


x1(t)
x2(t)

...
xn(t)

,
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whose n scalar components are called state variables. Similarly, the m-dimensional input
vector and p-dimensional output vector of w(t) and y(t) are given as

w(t) =


w1(t)
w2(t)

...
wm(t)

, y(t) =


y1(t)
y2(t)

...
yp(t)

.

In this connection, it should be mentioned that number three is a very critical issue
concerning the use of the Caputo derivative and the concept of the state variable. In
particular, the so-called initial condition of the Caputo derivative x(0) is only related to
instant t0, whereas the dynamics of a fractional system refer to all the past behaviors of
the system. Consequently, there is a need to correctly construct an approximate solution
to the fractional system according to the initial conditions x(0) by correctly considering
the long memory feature of this system. In fact, this weak construction for such a solution
may remain at any instant of t > t0, and thus, x(t) will not take into account the past
behaviors of the system. This contradicts the definition of a state variable. In 2000, Lorenzo
and Hartley addressed this matter by establishing a basic definition for initializing the
fractional systems formulated by using the Riemann–Liouville and Grunwald fractional
operators [25,26]. The Caputo fractional operator, which is used in this work, has not been
considered regarding this issue until now. Actually, we believe that such an issue, which
was inspired by the Lorenzo/Hartley approach and the infinite state representation, is
regarded an important point and should be taken into account in the near future. However,
in this work, we formulate and initialize the FoLTI system in light of the Caputo fractional
derivative operator in its conventional form.

3.1. Commensurate FoLTI System

By replacing with the Caputo operator instead of using the classical one in the sys-
tem (9), we can then generate the commensurate FoLTI system, which will be in the form{

Dα
∗x(t) = Ax(t) + Bw(t)

y(t) = Cx(t) + Dw(t).
(10)

subject to the initial condition
x(t0) = x0. (11)

Herein, α is the fractional-order value of the Caputo operator Dα
∗ . This operator and

its inverse (Riemann–Liouville fractional integrator) are recalled below for completeness.

Definition 1 ([27]). The Caputo fractional-order differential operator Dα
∗ of a function f is de-

fined by

Dα
∗ f (t) =

1
Γ(m− α)

∫ t

a

f (m)(u)
(t− u)α−m+1 .du, (12)

whenever the standard differential operator is Dm f ∈ L1[a, b], where α ≥ 0 and m = dρe.

Definition 2 ([27]). The Riemann–Liouville fractional-order integral operator Jα
0 of a function

f ∈ L1[a, b] is defined by

Jα
0 f (t) =

1
Γ(α)

∫ t

0
(t− u)α−1 f (u).du, (13)

where α ∈ R+ is the order of the operator, and a ≤ t ≤ b.
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In this regard, we need to consider the following two important properties, that is, if
n− 1 < α ≤ n, where n ∈ N, then [28]:

Dα
∗ Jα

0 f (x) = f (x),

and

Jα
0 Dα
∗ f (x) = f (x)−

n

∑
i=1

f i(0+)
xi

i!
, x > 0.

Now, in order to solve the first equations given in system (10) with the initial condi-
tions (11) by using the ADM, we first add Jα

0 to both sides of such equations to obtain

x(t) = x(0) + AJα
0 x(t) + BJα

0 w(t).

By considering the ADM, the general solution of the above equation can be assumed
to be x(t)=∑∞

n=0 xn(t). This consequently gives

∞

∑
n=0

xn(t) = x0 + AJα
0

(
∞

∑
n=0

xn(t)

)
+ BJα

0 w(t),

which immediately implies

x0(t) = x0 + BJα
0 w(t)

xn(t) = AJα
0 xn−1(t), n ≥ 1.

(14)

Thus, based on (14), we can obtain, for instance, x1(t) as follows:

x1(t) =
Ax0tα

Γ(α + 1)
+ ABJ2α

0 w(t).

In the same way, we can obtain

x2(t) =
A2x0t2α

Γ(2α + 1)
+ A2BJ3α

0 w(t).

If we continue in this manner, we can obtain

xn(t) =
Anx0tnα

Γ(nα + 1)
+ AnBJ(n+1)α

0 w(t), n ≥ 1.

Now, due to the solution having the form x(t) = ∑∞
n=0 xn(t), then with the help of the

Mittag–Leffler function, we can gain

x(t) = Eα,1(Atα)x0 +
∫ t

0
(t− τ)α−1Eα,α

(
A(t− τ)α)Bw(τ) · dτ, (15)

where E·,·(t) is the Mittag–Leffler function of two parameters, which is outlined by the next
definition.

Definition 3 ([10]). The Mittag–Leffler function of two parameters α and β is outlined by the
following series:

Eα,β(t) =
∞

∑
k=0

tk

Γ(αk + β)
,

where α, β > 0 and t ∈ C.

In fact, solution (15) represents the solution of the first equations in system (10)
according to the initial conditions (11). Hence, in order to find the solution of the output
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state y(t) reported in the second equation of system (10), we substitute (15) into this
equation to obtain

y(t) = C
(

Eα,1(Atα)x0 +
∫ t

0
(t− τ)α−1Eα,α

(
A(t− τ)α)Bw(τ) · dτ

)
+ Dw(t). (16)

Hence, the two expressions reported in (15) and (16) represent the general solution to
the FoLTI system.

3.2. Incommensurate FoLTI System

In this subsection, we deal with one of the most important systems, the incommensu-
rate FoLTI system, which has the following form:[

Dαx1(t)
Dβx2(t)

]
=

[
A11 A12
A21 A22

][
x1
x2

]
+

[
B1
B2

]
w(t), (17)

subject to the initial condition

x0 =

[
x1(0)
x2(0)

]
,

where 0 < α, β ≤ 1, x1 ∈ Rn1 , x2 ∈ Rn2 , w ∈ Rm, Aij ∈ Rni×j and Bi ∈ Rni , for i, j = 1, 2. In
order to obtain the general solution to this system, we introduce the next result.

Lemma 1. System (17) has a solution of the form

x(t) =
∞

∑
k=0

∞

∑
l=0

Φkl
tkα+βx0

Γ(kα + lβ + 1)
+
∫ t

0

∞

∑
k=0

∞

∑
l=0

Φkl
(t− τ)(k+1)α+lβ−1

Γ((k + 1)α + lβ)
B10w(τ) · dτ

+
∫ t

0

∞

∑
k=0

∞

∑
l=0

Φkl
(t− τ)kα+(l+1)β−1

Γ(kα + (l + 1)β)
B01w(τ) · dτ,

where

B10 =

[
B1
0

]
, B01 =

[
0
B2

]
,

Φkl =



In , k = l = 0[
A11 A12
0 0

]
, k = 1, l = 0

[
0 0

A21 A22

]
, k = 0, l = 1

Φ10Φk−1,l + Φ01Φk,l−1 , k + l > 0.

Proof. To prove this result, we rewrite system (17) again in the form:

Dαx1(t) = A11x1(t) + A12x2(t) + B1w(t),

Dβx2(t) = A21x1(t) + A22x2(t) + B2w(t).

By adding Jα
0 and Jβ

0 to both sides of the above equations, we obtain

x1(t) = x1(0) + A11 Jα
0 x1(t) + A12 Jα

0 x2(t) + B1 Jα
0 w(t),

x2(t) = x2(0) + A21 Jβ
0 x1(t) + A22 Jβ

0 x2(t) + B2 Jβ
0 w(t).
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By considering the ADM, the general solution of the above equations can be assumed
to be x1(t) = ∑∞

n=0 x1(n)(t) and x2(t) = ∑∞
n=0 x2(n)(t). This consequently gives

∞

∑
n=0

x1(n)(t) = x1(0) + A11 Jα
0

(
∞

∑
n=0

x1(n)(t)

)
+ A12 Jα

0

(
∞

∑
n=0

x2(n)(t)

)
+ B1 Jα

0 w(t),

∞

∑
n=0

x2(n)(t) = x2(0) + A21 Jβ
0

(
∞

∑
n=0

x1(n)(t)

)
+ A22 Jβ

0

(
∞

∑
n=0

x2(n)(t)

)
+ B2 Jβ

0 w(t),

which implies

x1(0) = x1(0) + B1 Jα
0 w(t), (18)

x1(n)(t) = A11 Jα
0 x1(n−1)(t) + A12 Jα

0 x2(n−1)(t), n ≥ 1, (19)

and

x2(0) = x2(0) + B2 Jβ
0 w(t), (20)

x2(n)(t) = A21 Jβ
0 x1(n−1)(t) + A22 Jβ

0 x2(n−1)(t), n ≥ 1. (21)

Based on (18) and (19), we can obtain, for instance, x1(1)(t), as follows:

x1(1)(t) =
(

A11x1(0) + A12x2(0)
Γ(α + 1)

)
tα + A11B1 J2α

0 w(t) + A12B2 Jα+β
0 w(t).

In the same way, we can obtain

x2(1)(t) =
(

A21x1(0) + A22x2(0)
Γ(β + 1)

)
tβ + A21B1 Jα+β

0 w(t) + A22B2 J2β
0 w(t).

In addition, we can obtain

x1(2)(t) =

(
A2

11x1(0) + A11 A12x2(0)
Γ(2α + 1)

)
t2α + A2

11B1 J3α
0 w(t) + (A11 A12B2 + A12 A21B1)J2α+β

0 w(t)

+

(
A12 A21x1(0) + A12 A22x2(0)

Γ(α + β + 1)

)
tα+β + A12 A22B2 Jα+2β

0 w(t).

On the other hand, we can similarly obtain

x2(2)(t) = A21 Jβ
0 x1(1)(t) + A22 Jβ

0 x2(1)(t).

In other words, we have

x2(2)(t) =
(

A21 A11x1(0) + A21 A12x2(0)
Γ(α + β + 1)

)
tα+β + A21 A11B1 J2α+β

0 w(t)

+ (A21 A12B2 + A22 A21B1)Jα+2β
0 w(t) +

(
A22 A21x1(0) + A2

22x2(0)
Γ(2β + 1)

)
t2β + A2

22B2 J3β
0 w(t).

In the same regard, we can obtain

x1(3)(t) = A11 Jα
0 x1(2)(t) + A12 Jα

0 x2(2)(t),

which implies



Axioms 2023, 12, 771 8 of 19

x1(3)(t) =

(
A3

11x1(0) + A2
11 A12x2(0)

Γ(3α + 1)

)
t3α + A3

11B1 J4α
0 w(t)

+ (A2
11 A12B2 + A11 A12 A21B1 + A12 A21 A11B1)J3α+β

0 w(t)

+

(
A11 A12 A21x1(0) + A11 A12 A22x2(0) + A12 A21 A11x1(0) + A12 A21 A12x2(0)

Γ(2α + β + 1)

)
t2α+β

+ (A11 A12 A22B2 + A12 A21 A12B2 + A12 A22 A21B1)J2α+2β
0 w(t)

+

(
A12 A22 A21x1(0) + A12 A2

22x2(0)
Γ(α + 2β + 1)

)
tα+2β + A12 A2

22B2 Jα+3β
0 w(t).

In the same regard, we can obtain

x2(3)(t) = A21 Jβ
0 x1(2)(t) + A22 Jβ

0 x2(2)(t),

which gives

x2(3) =

(
A21 A2

11x1(0) + A21 A11 A12x2(0)
Γ(2α + β + 1)

)
t2α+β + A2

11 A21B1 J3α+β
0 w(t)

+
(

A21 A11 A12B2 + A2
21 A12B1 + A22 A21 A11B1

)
J2α+2β
0 w(t)

+

(
A2

21 A12x1(0) + A21 A12 A22x2(0) + A22 A21 A11x1(0) + A22 A21 A12x2(0)
Γ(α + 2β + 1)

)
tα+2β

+
(

A21 A12 A22B2 + A22 A21 A12B2 + A2
22 A21B1

)
Jα+3β
0 w(t)

+

(
A2

22 A21x1(0) + A3
22x2(0)

Γ(3β + 1)

)
t3β + A3

22B2 J4β
0 w(t).

Now, if we continue in this manner, we can have

x1(t) =
∞

∑
n=0

x1(n)(t) = x1(0)(t) + x1(1)(t) + x1(2)(t) + x1(3)(t) + · · · ,

i.e.,

x1(t) =
∞

∑
n=0

An
11x1(0)

Γ(nα + 1)
tnα +

∞

∑
n=0

An
11 A12x2(0)

Γ((n + 1)α + 1)
t(n+1)α +

∞

∑
n=0

An
11B1 J(n+1)α

0 w(t)

+
∞

∑
n=0

(
A12

(
An

11B2 + nAn−1
11 A21B1

))
J(n+1)α+β
0 w(t)

+
∞

∑
n=0

A12 An
22

(
A21x1(0) + A22x2(0)
Γ(α + (n + 1)β + 1)

)
tα+(n+1)β

+
∞

∑
n=1

 (n + 1)An
11 A12 A21x1(0) +

(
A12 A22 An

11 + nAn+1
12 A21

)
x2(0)

Γ((n + 1)α + β + 1)

t(n+1)α+β

+
∞

∑
n=1

((
A11 A12 An

22 + nAn+1
12 An

21

)
B2 + A12 A21 An

22B1

)
J2α+(n+1)β
0 w(t)

+
∞

∑
n=0

A12 An+1
22 B2 Jα+(n+2)β

0 w(t) + · · · .

In a similar manner, we have

x2(t) =
∞

∑
n=0

x2(n)(t) = x2(0)(t) + x2(1)(t) + x2(2)(t) + x2(3)(t) + · · · .



Axioms 2023, 12, 771 9 of 19

This means

x2(t) =
∞

∑
n=0

An
22x2(0)

Γ(nβ + 1)
tnβ +

∞

∑
n=0

An
22 A21x1(0)β

Γ((n + 1)β + 1)
t(n+1) +

∞

∑
n=0

An
22B2 J(n+1)β

0 w(t)

+
∞

∑
n=0

An
11 A21B1 J(n+1)α+β

0 w(t) +
∞

∑
n=0

(
A21 An+1

11 x1(0) + A21 An
11 A12x2(0)

Γ((n + 1)α + β + 1)

)
t(n+1)α+β

+
∞

∑
n=0

(
A21 A12 An

11B2 + nAn+1
21 A12B1 + A22 A21 An

11B1

)
J(n+1)α+2β
0 w(t)

+
∞

∑
n=1

(
(nAn+1

21 A12 + A21 A11 An
22)x1(0) + (n + 1)A21 A12 An

22x2(0)
Γ(α + (n + 1)β + 1)

)
tα+(n+1)β

+
∞

∑
n=2

(
An

22 A21B1 + nA21 A12 An−1
22 B2

)
Jα+(n+1)β
0 w(t) + · · · .

Now, by repeating this manner several times and by using the assumptions

Φkl =



In , k = l = 0[
A11 A12
0 0

]
, k = 1, l = 0

[
0 0

A21 A22

]
, k = 0, l = 1

Φ10Φk−1,l + Φ01Φk,l−1 , k + l > 0,

with

B10 =

[
B1
0

]
, B01 =

[
0
B2

]
,

we reach the desired result, which completely coincides with the result found in [29].

3.3. Singular FoLTI System

Singular systems, which are also called descriptor systems, generalized systems, or
differential/algebraic systems, are found in engineering systems, such as electrical and
chemical processing circuits or power systems. In this section, we aim to consider the
following singular FoLTI system:

EDα
∗x(t) = Ax(t) + Bw(t), x(0) = x0,

y(t) = Cx(t) + Dw(t),
(22)

where x(t) ∈ Rn, w(t) ∈ Rm, y(t) ∈ Rp, while E, A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n and
D ∈ Rp×m. It should be mentioned here that E is a singular matrix. Thus, in order to deal
with the first equation in system (22), we assume

En =

(
E− 1

n
I
)

, n = 1, 2, 3, · · · . (23)

This converts the singular matrix E into an approximate nonsingular matrix En,
such that

lim
n→∞

En = lim
n→∞

(
E− 1

n
I
)
= E.

Based on the above discussion, one may take the first equation of system (22) as follows(
E− 1

n
I
)

Dα
∗x(t) = Ax(t) + Bw(t), x(0) = x0. (24)
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If one finds the solution to (24), then its limit as n → ∞ is the solution to the first
equation of system (22), provided that this solution must converge. However, to address
this point clearly, we introduce the next result.

Lemma 2. The solution to system (24) has the form

xn(t) =Eα,1

((
E− 1

n
I
)−1

Atα

)
x(0)

+
∫ t

0
(t− τ)α−1Eα,α

((
E− 1

n
I
)−1

A(t− τ)α

)(
E− 1

n
I
)−1

Bw(τ) · dτ,

(25)

for n = 1, 2, 3, · · · .

Proof. In order to prove this result, we first multiply (24) by
(

E− 1
n I
)−1

. This gives

Dα
∗x(t) =

(
E− 1

n
I
)−1

Ax(t) +
(

E− 1
n

I
)−1

Bw(t). (26)

By adding Jα
0 to both sides of (26), we obtain

x(t) = x(0) +
(

E− 1
n

I
)−1

AJα
0 x(t) +

(
E− 1

n
I
)−1

BJα
0 w(t).

Using ADM yields

∞

∑
n=0

xn(t) = x(0) +
(

E− 1
n

I
)−1

AJα
0

∞

∑
n=0

xn(t) +
(

E− 1
n

I
)−1

BJα
0 w(t).

This consequently implies

x0(t) = x(0) +
(

E− 1
n

I
)−1

BJα
0 w(t),

xn(t) =
(

E− 1
n

I
)−1

AJα
0 xn−1(t), n ≥ 1.

In view of the above relations, we can obtain

x1(t) =


(

E− 1
n I
)−1

Ax(0)

Γ(α + 1)

tα +

(
E− 1

n
I
)−1

A
(

E− 1
n

I
)−1

BJ2α
0 w(t).

Similarly, we can obtain x2(t), as follows:

x2(t) =
(

E− 1
n

I
)−1

AJα
0 x1(t),

which implies

x2(t) =


((

E− 1
n I
)−1

A
)2

x(0)

Γ(2α + 1)

t2α +

((
E− 1

n
I
)−1

A

)2(
E− 1

n
I
)−1

BJ3α
0 w(t).
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In the same way, we can obtain x3(t), as follows:

x3(t) =


((

E− 1
n I
)−1

A
)3

x(0)

Γ(3α + 1)

t3α +

((
E− 1

n
I
)−1

A

)3(
E− 1

n
I
)−1

BJ4α
0 w(t).

If we continue in this manner, we obtain

x(t) =
∞

∑
n=0

xn(t) = x0(t) + x1(t) + x2(t) + x3(t) + · · · .

This means

x(t) = x(0) +
(

E− 1
n

I
)−1

BJα
0 w(t) +


(

E− 1
n I
)−1

Ax(0)

Γ(α + 1)

tα

+

(
E− 1

n
I
)−1

A
(

E− 1
n

I
)−1

BJ2α
0 w(t) +


((

E− 1
n I
)−1

A
)2

x(0)

Γ(2α + 1)

t2α

+

((
E− 1

n
I
)−1

A

)2(
E− 1

n
I
)−1

BJ3α
0 w(t) +


((

E− 1
n I
)−1

A
)3

x(0)

Γ(3α + 1)

t3α

+

((
E− 1

n
I
)−1

A

)3(
E− 1

n
I
)−1

BJ4α
0 w(t) + · · · .

Thus, we can obtain the general solution to (24), which is in the form

xn(t) =Eα,1

((
E− 1

n
I
)−1

Atα

)
x(0)

+
∞

∑
n=0

((
E− 1

n I
)−1

A
)n(

E− 1
n I
)−1

B

Γ((n + 1)α)

∫ t

0
(t− τ)(n+1)α−1w(τ) · dτ.

This leads to the following assertion:

xn(t) =Eα,1

((
E− 1

n
I
)−1

Atα

)
x(0)

+
∫ t

0
(t− τ)α−1

∞

∑
n=0

((
E− 1

n I
)−1

A(t− τ)α
)n

Γ(nα + α)

(
E− 1

n
I
)−1

Bw(τ) · dτ,

which gives the desired result that represents the general form of system (24).

Remark 1. One can observe that the solution to the system (22) is given by

x(t) = lim
n→∞

xn(t),

and then we can find y(t) by using the second equation of the same system, where xn(t) was
previously outlined in (25).
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4. Illustrative Examples

The target of this section is to illustrate several numerical examples of the generated
findings obtained in the previous section.

Example 1. Consider the commensurate FoLTI system (10) with

A =

[
0 1
0 0

]
, B =

[
0
1

]
, C =

[
1 0

]
, D = 0,

w(t) = 1(t) =
{

1 , t ≥ 0
0 , t < 0

, x0 =

[
1
1

]
.

Then, by using the solution to the system reported in (15), we can obtain

x(t) = Eα,1(Atα)x0 +
∫ t

0
(t− τ)α−1Eα,α

(
A(t− τ)α)Bw(τ) · dτ. (27)

In order to obtain the solution in its final form, we take the first term of solution (27), as follows:

Eα,1(Atα)x0 =
∞

∑
k=0

Aktαk

Γ(αk + 1)
x0 =

(
I +

Atα

Γ(α + 1)
+

A2t2α

Γ(2α + 1)
+

A3t3α

Γ(3α + 1)
+ · · ·

)[
1
1

]
.

However, Ak = 0 for k = 2, 3, 4, · · · . Then, we have

Eα,1(Atα)x0 =

[
1 + tα

Γ(α+1)
1

]
. (28)

Now, we need to deal with the second term of solution (27). For this purpose, we take

Eα,α(Atα) =
∞

∑
k=0

Aktαk

Γ(αk + α)
=

I
Γ(α)

+
Atα

Γ(2α)
+

A2t2α

Γ(3α)
+ · · · .

Again, due to Ak = 0 for k = 2, 3, 4, · · · , we have

∫ t

0
(t− τ)α−1Eα,α

(
A(t− τ)α)Bw(τ) · dτ =

[
t2α

Γ(2α+1)
tα

Γ(α+1)

]
. (29)

By substituting (28) and (29) into (27), we obtain

x(t) =

[
1 + tα

Γ(α+1) +
t2α

Γ(2α+1)
1 + tα

Γ(α+1)

]
, (30)

which represents the final form of the solution to the first equation related to the commensurate
FoLTI system under consideration. To obtain the solution to the second equation, one may easily
substitute (30) into the equation, as follows:

y(t) = 1 +
tα

Γ(α + 1)
+

t2α

Γ(2α + 1)
. (31)

Thus, the solution to the commensurate FoLTI system is expressed by (30) and (31).

Example 2. Consider the first equation of system (22) with

E =

[
0 1
0 0

]
, A = I2, B =

[
1
0

]
, w(t) = 1(t) and x0 =

[
1
1

]
,
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i.e., we have [
0 1
0 0

][
Dα
∗x1(t)

Dα
∗x2(t)

]
=

[
x1(t)
x2(t)

]
+

[
1
0

]
. (32)

Herein, we take

En =

(
E− 1

n
I
)

, n = 1, 2, 3, · · · , (33)

and hence system (32) is [
− 1

n 1
0 − 1

n

][
Dα
∗x1(t)

Dα
∗x2(t)

]
=

[
x1(t)
x2(t)

]
+

[
1
0

]
.

With the help of the general solution (25), we can obtain

xn(t) =Eα,1

([
− 1

n 1
0 − 1

n

]−1

tα

)[
1
1

]

+
∫ t

0
(t− τ)α−1Eα,α

([
− 1

n 1
0 − 1

n

]−1

(t− τ)α

)[
− 1

n 1
0 − 1

n

]−1[
1
0

]
1(τ) · dτ,

for n = 1, 2, 3, · · · . Consequently, we have

xn(t) =
∞

∑
k=0

([
−n −n2

0 −n

]
tα

)k

Γ(αk + 1)

[
1
1

]

+
∫ t

0
(t− τ)α−1

∞

∑
k=0

([
−n −n2

0 −n

]
(t− τ)α

)k

Γ(αk + α)

[
−n −n2

0 −n

][
1
0

]
· dτ.

This means

xn(t) =

∑∞
k=0

(−ntα)k

Γ(αk+1) + n ∑∞
k=0 k (−ntα)k

Γ(αk+1)

∑∞
k=0

(−ntα)k

Γ(αk+1)

+
∫ t

0

∞

∑
k=0

(−n)k(t− τ)αk+α−1

Γ(αk + α)

[
−n
0

]
· dτ.

This implies

xn(t) =
[

Eα,1(−ntα) + nkEα,1(−ntα)− ntαEα,α+1(−ntα)
Eα,1(−ntα)

]
, n = 1, 2, 3, · · · .

In order to see how x1(t) and x2(t) appear, we plot Figures 1–4 for n = 1, 2, 3, 4, 5. In
particular, Figures 1 and 2 illustrate, respectively, the solution x1(t) according to α = 0.75
and α = 1 for n = 1, 2, 3, 4, 5. On the other hand, Figures 3 and 4 show, respectively, the
solution x2(t) according to α = 0.75 and α = 1 for n = 1, 2, 3, 4, 5.
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Figure 1. The solution x1(t) when α = 0.75 for n = 1, 2, 3, 4, 5.
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Figure 2. The solution x1(t) when α = 1 for n = 1, 2, 3, 4, 5.
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Figure 3. The solution x2(t) when α = 0.75 for n = 1, 2, 3, 4, 5.
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Figure 4. The solution x2(t) when α = 1 for n = 1, 2, 3, 4, 5.

Example 3. Consider a singular FoLTI system (22) with

E =


1 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0

, A =


0 0 0 0
1 0 0 0
0 1 0 0
0 0 0 1

, B = 0,

C =
[
1 0 1 0

]
, D = 0, x(0) =


0
1
0
0

.

Observe that det(E) = 0, and so, E is singular. This allows us to deal with the following system:(
E− 1

n
I
)

Dα
∗x(t) = Ax(t),

with the initial condition
x(0) =

[
0 1 0 0

]T .

By using the general solution (25), we can obtain

xn(t) =



0 0 0 0

1
n ∑∞

k=0
(−n2tα)

k

Γ(αk+1) ∑∞
k=0

(−n2tα)
k

Γ(αk+1) 0 0

∑∞
k=2

(−1)kn2k−2tαk

Γ(αk+1)
1
n ∑∞

k=0
(−n2tα)

k

Γ(αk+1) 0 0

0 0 0 ∑∞
k=0

(−ntα)k

Γ(αk+1)




0
1
0
0

, n = 1, 2, 3, · · · .

This consequently implies

xn(t) =


0 0 0 0

1
n Eα,1

(
−n2tα

)
Eα,1

(
−n2tα

)
0 0

Eα,1
(
−n2tα

)
− 1 1

n Eα,1
(
−n2tα

)
0 0

0 0 0 Eα,1(−ntα)




0
1
0
0

, n = 1, 2, 3, · · · ,

or

xn(t) =


0

Eα,1
(
−n2tα

)
1
n Eα,1

(
−n2tα

)
0

, n = 1, 2, 3, · · · . (34)
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Thus, we have

yn(t) = Cxn(t) =
[
1 0 1 0

]
0

Eα,1
(
−n2tα

)
1
n Eα,1

(
−n2tα

)
0

, n = 1, 2, 3, · · · . (35)

This means
yn(t) =

1
n

Eα,1

(
−n2tα

)
, n = 1, 2, 3, · · · .

For further illustration and for n = 1, 2, 3, 4, 5, we plot x2(t) reported in (34) in
Figures 5 and 6 according to α = 0.75 and α = 1, respectively. Similarly, we plot x3(t)
reported in (34) in Figures 7 and 8 according to α = 0.75 and α = 1. In addition to these
plots and for the same values of n, we plot y(t) given in Equation (35) in Figures 9 and 10
according to the same values of α (i.e., α = 0.75 and α = 1).
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Figure 5. The general solution of x2(t) when α = 0.75 for n = 1, 2, 3, 4, 5.
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Figure 6. The general solution of x2(t) when α = 1 for n = 1, 2, 3, 4, 5.
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Figure 7. The general solution of x3(t) when α = 1 for n = 1, 2, 3, 4, 5.
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Figure 8. The general solution of x3(t) when α = 1 for n = 3, 4, 5, 6, 7.
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Figure 9. The general solution of y(t) when α = 0.75 for n = 1, 2, 3, 4, 5.
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The general solution of y(t) when α=1, for n=3,4,5,6,7
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Figure 10. The general solution of y(t) when α = 1 for n = 3, 4, 5, 6, 7.

In fact, each figure of the previously performed simulations includes a single-phase
trajectory of the phase variables x1, x2, x3 and even y for n = 1, 2, 3, 4, 5, once the value is α
equal to 0.75, and again, when it is equal to 1. These (singular) perturbations of all singular
FoLTI systems yield varying corresponding solutions. From a physical viewpoint, this is
reasonable, since the physical system described by (22) is, in reality, probably described
more precisely by (24). That is, (22) can be considered an idealized model of a higher-order
system. We claim that the convergence of the solutions of (24) to zero on some subinterval
of (0, ∞) is, in fact, sufficient to guarantee that they also converge on a neighborhood of the
origin. This claim is left for future consideration.

5. Conclusions

In this work, certain generic solutions for commensurate and incommensurate fractional-
order linear time-invariant systems were successfully generated with the use of the Adomian
decomposition method (ADM). As a result, a general solution of the singular fractional-order
linear time-invariant system was obtained by using the same procedure. It was shown that the
perturbations of all considered singular FoLTI systems yield varying corresponding solutions.
For future consideration, we left the issue of proving that the singular FoLTI systems’ solutions
converge to zero on some subinterval of (0, ∞).
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